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Abstract——Distributed integrated multi-energy systems
(DIMSs) can be regarded as virtual power plants to provide ad‐
ditional flexibility to the power system. This paper proposes a
robust active dynamic aggregation model for the DIMSs to de‐
scribe the maximum feasible region. The aggregation model in‐
cludes the power constraints, energy constraints, and ramping
constraints to aggregate different types of resources in the
DIMSs. The proposed generator-like and storage-like model
does not depend on the ancillary service market and can be di‐
rectly incorporated into the economic dispatch model of the
power system. A novel algorithm based on the column-and-con‐
straint generation algorithm and convex-concave procedure is
proposed to solve the two-stage robust optimization problem,
which is more efficient than the KKT-based algorithms. Finally,
a case study of an actual DIMS is developed to demonstrate the
effectiveness of the proposed model.

Index Terms——Aggregation, distributed integrated energy sys‐
tem (DIMS), robust optimization, virtual power plant.
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Weight coefficients of the lower and upper en‐
ergy bounds at period t

Weight coefficient of the downward and up‐
ward ramping bounds

Coefficient of performance (COP) of electric
chiller i

Set of the extreme points of the feasible opera‐
tion region of combined heat and power
(CHP) unit i

Maximum and minimum stored energy in bat‐
tery i

Feasible region of the recourse problem

Predicted heating, cooling, and electric loads

Current iteration number

Initial value of the ramping bound of the ag‐
gregation model

Initial values of the lower and upper bound of
the aggregation model

Maximum and minimum power outputs or con‐
sumptions of device i

Predicted available power of renewable unit i

Electricity and heat productions corresponding
to the k th extreme point in the feasible opera‐
tion region of CHP unit i

Fixed power consumption of electric boiler or
electric chiller i

Maximum charging and discharging power of
battery i

Optimal solution of sub-problem

Optimal values of multi-energy virtual power
plant (MEVPP) parameters solved by the mas‐
ter problem in the (k - 1)th iteration

Upward and downward ramping rates of de‐
vice i

Sets of absorption chillers and gas boilers
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Sets of CHP units, generators, and renewable
units

Sets of cooling and heating loads

Sets of electric boilers and chillers

Set of the batteries

Loss rate of battery i

Slack variables of energy balance constraint at
period t

Penalty factor restricting frequent start-up and
shut-down of devices

The kth combination factor of CHP i

Auxiliary variable in C&CG algorithm

Vector of dual variables

Binary decision variable that corresponds to
the unit commitment status of device i at peri‐
od t

Lower and upper energy bounds of aggrega‐
tion model at period t

Energy stored in battery i at period t

Heat power output of CHP i at period t

Power consumed by virtual power plant (VPP)
at period t

Current values of pVPP
t and ωE

t

Lower and upper power bounds of aggregation
model at period t

Output power or consumed power of device i
at period t

Charging and discharging power of battery i at
period t

Downward and upward ramping bounds of ag‐
gregation model

The worst-case scenario identified by sub-prob‐
lem in the k th iteration

Start-up variable of the device i at period t

Auxiliary binary variables that determine
which parameter in the aggregation model is
modified in the kth iteration

I. INTRODUCTION

THE purpose of the distributed integrated multi-energy
system (DIMS) is to release more flexibility to enhance

the security and reduce the operation cost of the energy sys‐
tem [1] - [3]. Additional flexibility is essential to reduce the
renewable energy curtailment, for example, flexibility
brought by the district heating system is beneficial to the
wind power integration in Northern China [4], [5].

The coordination of multi energies exploits more flexibili‐
ty. In [5], the pipeline energy storage of the heating network
was considered to manage the variability of wind energy. In
[6], the flexibility of the combined heat and power (CHP)
system was improved by the coordination of different types
of heat sources and large-scale heat storage tanks. In [7], the

flexibility at the demand side was explored. The district heat‐
ing systems considering the thermal inertia of the commer‐
cial buildings was aggregated and provided flexibility for the
power system [8]. In [9], [10], an innovative theoretical
framework was established for tailoring distributed control
to practical implementations of microgrid clusters, providing
a creative perspective on distributed energy management,
and featuring significantly enhanced efficiency, flexibility, re‐
liability, and resilience. A DIMS can be regarded as a multi-
energy virtual power plant (MEVPP) to provide additional
flexibility to the power system and gain profits simultaneous‐
ly. This paper focuses on the aggregation method of the
DIMS-based MEVPP.

Some previous related works proposed the aggregation
model for the virtual power plant (VPP). Stochastic optimiza‐
tion [11] and two-stage robust optimization (RO)[12] models
were presented for the offering strategy of a VPP in the ener‐
gy and reserve market where the flexibility of the VPP is
modeled as the reserve capacity. In [13], the aggregation of
flexible loads effectively improved the power system flexibil‐
ity. These studies aggregated the distributed resources accord‐
ing to the price in the wholesale market and the ancillary ser‐
vice market, acting as a “passive” VPP. However, the ancil‐
lary service market is not refined in many places. In this pa‐
per, we propose an “active” aggregation model for the
DIMS-based MEVPP, which can interact with the power sys‐
tem directly without the ancillary service market.

An “active” aggregation model can be directly incorporat‐
ed into the economic dispatch of the power system and it is
independent of the ancillary service market. The generator-
like and storage-like model is suitable for “active” aggrega‐
tion. In [14], a generator-like model including output
bounds, ramping rates, and cost functions was proposed to
aggregate the energy-intensive enterprises, but storage devic‐
es and multi-energy conversion devices were not considered.
In [15], the thermostatically controlled loads were aggregat‐
ed as two types of the storage-like model. In [8], an aggrega‐
tion model was formulated to describe the feasible region of
the VPP, which consists of district heating loads considering
thermal inertia. The greedy algorithm based on the sensitivi‐
ty of linear programming problems was utilized to modify
the feasible region. In this paper, we propose a standard dy‐
namic aggregation model for active MEVPPs. The proposed
model includes power generation constraints, ramping con‐
straints, and energy constraints. This generator-like and stor‐
age-like model can be directly incorporated into the model
of the power system. The ramping constraints and energy
constraints are dynamic constraints, which represent the con‐
straints on distributed generators and storage-like devices, re‐
spectively. The proposed model maximizes the feasible re‐
gion of the DIMS, which provides maximum flexibility as a
MEVPP to the power system.

Like [14], the proposed model is formulated as a two-
stage RO problem. Dual norm [16], Benders decomposition
[17], and column-and-constraint generation (C&CG) algo‐
rithm [18] are the most commonly used algorithms to solve
the two-stage RO problem. The C&CG algorithm can
achieve better performance in most cases [18], [19]. The sub-
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problem of the C&CG algorithm is a bi-level max-min prob‐
lem. In [14] and [19], Karush-Kuhn-Tucker (KKT) condition
was utilized to transform the bi-level problem into a single-
level problem. But the dynamic constraints in the model
make it quite time-consuming. To improve the calculation ef‐
ficiency, a novel algorithm based on a piecewise lineariza‐
tion (PWL) technique and convex-concave procedure (CCP)
[20] is proposed in this paper to solve the sub-problem of
the C&CG algorithm.

Main contributions of this paper are listed as follows.
1) A standard dynamic aggregation model is proposed for

the DIMS-based MEVPP to aggregate multiple types of dis‐
tributed resources. This generator-like and storage-like mod‐
el can be directly incorporated into the model of the power
system.

2) A two-stage RO model is proposed to acquire the opti‐
mal parameters of the proposed aggregation model, which
maximizes the feasible region of the DIMS.

3) A novel algorithm based on the PWL technique and
CCP is proposed to solve the sub-problem of the C&CG al‐
gorithm, which can greatly reduce the calculation time and
derive a satisfactory solution.

The rest of this paper is organized as follows. Section II
describes the proposed aggregation model. Section III devel‐
ops the proposed algorithm to solve the two-stage RO prob‐
lem. Results from a case study are analyzed in Section IV.
Conclusions are drawn in Section V.

II. ROBUST DYNAMIC AGGREGATION MODEL

A. Model Description

In this paper, the interaction framework between the
DIMS and the power system is described as follows.

1) The aggregation model and cost functions are calculat‐
ed and sent to the power system. This paper focuses on this
step.

2) The power system sends the dispatching signals to the
DIMS.

3) The DIMS disaggregates the dispatching signals to the
distributed resources.

Figure 1 shows the schematic diagram of the interaction.

The proposed model orients towards DIMS-based MEVPP
of regional multi-energy systems, for example, the multi-en‐
ergy industrial parks. The heating and cooling energy are bal‐
anced inside the DIMS and the electric power can be ex‐

changed through the tie-line. Multiple types of energy con‐
version devices and energy storage devices are considered.
The dynamic aggregated generator-like and storage-like mod‐
el consists of constraints (1)-(3):

-p t
£ pVPP

t £ p̄t "tÎϒ (1)

-e t
£∑

t = 1

t

pVPP
τ £ ēt "tÎϒ (2)

-rd £ pVPP
t - pVPP

t - 1 £ ru "tÎϒ \{1} (3)

Formula (1) indicates the electric power generation (or
charging/discharging) constraints; (2) indicates the energy
constraints; and (3) indicates the ramping constraints.

For an active MEVPP participating in the day-ahead eco‐
nomic dispatching, the power violation between the MEVPP
and the dispatching signals is restricted. Hence, we propose
a robust aggregation model to guarantee that all dispatching
signals which satisfy (1) - (3) can be realized by the DIMS.
Constraints (2) and (3) can enlarge the feasible region. The
robust feasible region of a MEVPP only composed of batter‐
ies is empty if the aggregation model only includes con‐
straint (1). To incorporate various distributed resources in
the MEVPP, dynamic constraints (2) and (3) are included in
the aggregation model. The energy constraint (2) may be
slack and inactive in the last periods. This constraint restricts
the total energy from the first dispatching period. Constraint
(2) can be replaced by the constraint which restricts the total
energy in several adjacent dispatching periods, and the pro‐
posed algorithm is still valid.

The power bounds and energy bounds of the MEVPP are
time-varying because the load profiles and the output of the
renewable units are time-varying. The parameters in the
ramping constraints are time-irrelevant because the ramping
rate of the devices does not change over time.

The DIMS is limited in a relatively small geographical
scale. Hence, the network constraints are omitted.

B. Cost Calculation

Different from the passive MEVPP, the active MEVPP
sends cost information to the power system. We have pro‐
posed a heuristic method in [21] to calculate the PWL cost
function of the MEVPP. The charging or discharging power
of the batteries in the MEVPP is fixed according to the base‐
line. The economic dispatching results can be seen as the
baseline, which is defined as the power of the tie line if
there is no reserve deployment [22], [23]. At each calcula‐
tion point, an one-time-slot economic dispatching optimiza‐
tion problem with slack variables in the electric energy bal‐
ance constraint is solved. The values of the slack variables
represent the adjustment of the batteries and a penalty term
are added to the corresponding cost. In [21], the penalty fac‐
tor is selected as the difference of the maximum and mini‐
mum time-of-use (TOU) electric prices, indicating the worst-
case additional costs of the batteries.

If the ramping constraints are relaxed, the actual costs will
be strictly less than that calculated by the cost functions. For
DIMS, a majority of gas-fired distributed energy sources can
ramp quickly, and the actual additional costs by the adjust‐

Aggregation model
Power bounds Energy bounds

Ramp bounds Cost function

Dispatching order

DIMSPower system

Fig. 1. Interaction between power system and DIMS.

833



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 8, NO. 5, September 2020

ment of the charging plan of the batteries are usually less
than the worst-case costs. Hence, this heuristic method is uti‐
lized in this paper to calculate the cost functions of the
MEVPP. The actual additional costs of following the dis‐
patching orders is ensured not to exceed that calculated by
the cost functions in most cases.

The MEVPP can gain additional costs by bidding higher
cost functions. The bidding strategy is beyond this paper.

C. Aggregation Model Formulation

The mathematical formulation of the aggregation model is
a two-stage RO problem, where multi-energy distributed re‐
sources including generators, renewable units, CHP units,
gas boilers (GBs), gas-fired absorption chillers (ACs), elec‐
tric boilers (EBs), and electric chillers (ECs) are considered.
The first-stage decision variables include the parameters of
the aggregation model and the unit commitment variables. The
output of the devices and the charging/discharging power of
the storage devices are the second-stage decision variables:

ì
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î

ï
ï
ï
ï
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y ∑
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t ei
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The objective function (4) maximizes the feasible region
of the aggregation model, where M is a large factor. The
weight coefficients can affect the aggregation model. For ex‐
ample, a larger cpmax

t leads to a larger p̄t, but relatively small‐
er energy upper bounds and ramping rates. The last term in
the first-stage objective function is a penalty term restricting
the frequent start-up and shut-down of the devices. The sec‐
ond-stage objective function is the total energy deviation of
the MEVPP between the dispatching signals.

The constraints of the first-stage decision variables are as
follows.

1) Constraints on parameters
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The preciser the initial bounds of the parameters Pmin,
Pmax, R are, the faster convergence becomes.

2) Unit commitment status constraints

bi
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The dispatching signals pVPP
t are uncertainty variables in

the uncertainty set Ω described as equation (7):
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The constraints of the max-min recourse problem are as
follows.

1) Bound and ramping constraints of devices
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Constraint (8) bounds the output power of the devices ex‐
cept CHPs; constraints (9)-(11) describe the operation region
of CHPs with the convex combination of the vertex points
of the polygonal feasible region [24]; and constraint (12) ex‐
presses the downward and upward ramping limits of the de‐
vices.

2) Constraints on renewable units

0£ pi
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3) Constraints on batteries
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Constraint (14) defines the maximum charging and dis‐
charging power; constraint (15) restricts the energy stored in
the battery; constraint (16) denotes the relationship between
the energy stored and the exchanged power.

4) Energy balance constraints
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Constraints (17) - (19) enforce the energy balance between
the generation supply and demand of electric, heat, and cool‐
ing, respectively.

For the sake of simplicity, the proposed two-stage RO for‐
mulation is rewritten in the matrix form as (20). The matri‐
ces A, H, R, E, G, J and vectors c, d, u, q, p in (20) can be
obtained from (4) - (19). Note that the uncertainty set is re‐
stricted by the first-stage decision variables.
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III. SOLUTION METHODOLOGY

In this paper, a master sub-problem framework based on
the C&CG algorithm is utilized to solve the two-stage RO
problem. Different from the original C&CG algorithm [18],
the solution methodology in this paper has two key points.
Firstly, the column constraints added to the master problem
are modified in the form of per-unit value. Compared with
the branch-and-bound algorithm in [14], the proposed model
utilizes a linearization method to solve the master problem.
Secondly, this paper proposes a novel algorithm based on
PWL technique and CCP to solve the sub-problem more effi‐
ciently compared with the KKT-based algorithms in [14] or
[19]. The details are as follows.

A. Master Problem

The master problem calculates the optimal parameters of
the aggregation model and decides the commitment status of
the devices against all the scenarios identified by the sub-
problem:

ì

í

î

ï
ïï
ï

ï
ï

min
y

cy + η

s.t. Ay ³ b y ³ 0

η³ d T xk k = 12...l

Ey +Gxk + Juk ³ p xk ³ 0k = 12...l

(21)

In the proposed two-stage RO model, the uncertainty set
is correlated to the value of the first-stage decision variables.
Hence, the uncertainty in the column constraints added to
the master problem is expressed in per-unit value:
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The auxiliary variables zpk, zrk and zek determine which
parameter in the aggregation model is modified. For exam‐
ple, zpk = 1 indicates that the power bounds of the MEVPP,
i.e.,

-
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All the constraints in the master problem are linear except
(22). The products of a binary variable and a continuous
variable in (22) are linearized by the big-M method [12]. Af‐
ter linearization, the master problem is a mixed-integer lin‐
ear programming (MILP) problem, which can be solved by

the off-the-shelf software.

B. Sub-problem

The sub-problem is a bi-level max-min problem identify‐
ing the worst-case scenario with the fixed first-stage deci‐
sion variables y* calculated in the master problem:
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Transforming (26) into a single-level optimization with
KKT condition is the most common method to solve the
max-min problem [14], [18], [19]. However, the complemen‐
tary constraints brought by the KKT condition make the
problem time-consuming to solve. The time-coupled con‐
straints (2) and (3) greatly increase the solution time. Hence,
duality theorem rather than KKT condition is utilized for the
transformation:
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Fomula (27) is a bilinear programming (BP) problem. BP
is hard to be solved globally because of nonconvexity. Some
commercial software, such as the newly released Gurobi
9.0.0 [25], can solve the BP globally, but it takes a long
time. A novel solution algorithm based on CCP is proposed
in this paper, which is more efficient to solve this problem
and the error is acceptable.

The objective function in (27) is reformulated as:

max
uω

(p-Ey*)Tω-∑
tÎϒ

pVPP
t ωE

t (28)

where ωE
t is the dual variable of constraint (17). The bilinear

terms in (28) are reformulated as the difference of quadratic
terms:

max
uω

ω-
1
2∑tÎϒ(pVPP

t +ωE
t )2 +

1
2∑tÎϒ(pVPP

t )2 +
1
2∑tÎϒ(ωE

t )2 (29)

In (29), the first two terms are concave in the maximiza‐
tion problem and the last two terms are convex. Hence, (29)
is in the form of difference of convex functions. CCP is
used to heuristically solve the problem. The CCP algorithm
is highly dependent on the initial point [20], hence, we have
proposed a linearization method to provide a suitable initial
value for the CCP. Besides, the bilinear terms in the objec‐
tive function are reformulated as the difference of convex
terms, and the negative convex term in the maximization
problem can be linearized without additional integer vari‐
ables. This linearization method can efficiently provide a
suitable initial value in several seconds.

The incremental formulation for the PWL is applied to the
quadratic terms in (29), which has shown the best perfor‐
mance in nonconvex quadratic programming problems, such
as the gas network optimization problems [26]. In the PWL
formulation, continuous auxiliary variables πi and binary aux‐
iliary variables ψi are introduced. Each quadratic term χ2 is
linearized as (30)-(33):
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χ = χ1 +∑
i = 1

N

(χi + 1 - χi)πi (30)

χ2 » χ 2
1 +∑

i = 1

N

(χ 2
i + 1 - χ 2

i )πi (31)

0£ πi £ 1 i = 12...N (32)
πi + 1 £ψi £ πi ψiÎ{01}i = 12...N - 1 (33)

The negative quadratic term is concave in the maximiza‐
tion problem, hence constraint (33) and the binary auxiliary
variables ψi corresponding to the negative quadratic term in
(29) can be eliminated to increase computation speed. We
can select a larger N for the negative quadratic terms but a
smaller N for the positive quadratic terms for better perfor‐
mance. The sub-problem (27) is linearized to a MILP and
initializes the CCP algorithm. In addition, dual variables ωE

t

are bounded with range [-M, M ] symmetrical about 0.
Hence, we select N for (ωE

t )2 as even numbers.
The CCP algorithm solves a sequence of quadratic pro‐

gramming (QP) problems as (34):
ì

í

î

ï
ïï
ï

ï
ïï
ï

max
uω

ω-
1
2∑tÎϒ( f (pVPP

t ωE
t )- g͂(pVPP

t ωE
t ))

s.t. GTω£ d
Hu+Ry* ³ q

ω³ 0

(34)

{f (pVPP
t ωE

t )= (pVPP
t +ωE

t )2

g͂(pVPP
t ωE

t )= (pVPP
t0 )2 + (ωE

t0)2 + 2ωE
t0 (ωE

t -ωE
t0)+

2pVPP
t0 (pVPP

t - pVPP
t0 )

(35)

Update the convex approximation g͂(pVPP
t ωE

t ) and solve
(34) iteratively until the stop creation of CCP is satisfied to
derive the heuristic optimal solution of the sub-problem.
Then, add the column constraints (36) to the master problem.

{η³ d T xk k = 12...l

Ey+Gxk + Juk ³ p xk ³ 0k = 12...l
(36)

C. Summarization of Algorithm

In summary, the proposed two-stage RO model (20) is
solved by the following steps.

Step 1: initialize the bounds of the parameters of the ag‐
gregation model in (5). Set the upper bound value UB = 0,
and set the iteration number l=0.

Step 2: solve the master problem (21) and derive the opti‐
mal solution y*.

Step 3: solve the linearized sub-problem with fixed y* to
derive an initial point for CCP. Set the iteration number m=0.

Step 4: solve the convexified QP (34) and derive the opti‐
mal solution pVPP

tm , ωE
tm and the optimal value of the objective

function θm.
Step 5: if m=0 or || θm - θm- 1 > εCCP, let pVPP

t0 = pVPP
tm ωE

t0 =ωE
tm

and convexify the problem according to (35), let m = m + 1
and go to Step 4. Otherwise, let pVPP

t* = pVPP
tm and go to Step 6.

Step 6: update UB = max{UB, θm}. If UB £ ε, where return
y* and terminate. Otherwise, calculate the column constraints
according to (22)-(25). Create new variables xk and add col‐
umn constraints to the master problem according to (36), let
l = l + 1 and go to Step 2.

The flow chart of the proposed algorithm is shown in
Fig. 2.

IV. CASE STUDIES

In this section, case studies are conducted to test the per‐
formance of the proposed model and algorithm. The tests are
performed on an HP laptop with an Intel i7-8750H CPU run‐
ning at 2.20 GHz with 16 GB of memory. The proposed
model is solved by Gurobi 9.0.0 [25] with C++ API coded
in Visual Studio 2017 Community.

A. System Configuration

The test system is based on an industrial park located in
Beijing, China. The enterprises in the industrial park require
electricity, heating and cooling energy simultaneously. Heat
and cooling energies are balanced inside the park. The indus‐
trial park is a typical DIMS, which consists of a diesel gen‐
erator, a CHP unit, a photovoltaic (PV) cell, a GB, an EB,
an AC, an EC, and a battery. Figure 3 shows the configura‐
tion of the test distributed integrated energy system. The en‐
ergy consumed by the industrial park is defined as the posi‐
tive direction of the power of the aggregation model. The in‐
dustrial park uses heat for manufacture whereas cooling for
commercial buildings, so the heating and cooling load pro‐
files are similar to the electric load profile.

DIMS

CHP

GB

EC

Battery

Pump

Pump
Heat bus

Cold bus
AC

EB

External grid

Gas station

Electricity
Heat
Cold
Gas

PV

Electricity
busDiesel

generator

Multi-energy loads

Fig. 3. Configuration of test DIMS.

End

Y

N

Sub-problem

Initialize UB=0

Solve the master problem
of the C&CG algorithm (21)

Solve the linearized sub-problem
of the C&CG algorithm (29)

Solve the sub-problem with
convex-concave procedure with
the initial point obtained by (29)

Obtain UB and check the
convergence criterion of

the C&CG algorithm

UB ≤ ε?

Return the parameters and terminate

Add column constraints to
the master problem

Start

Fig. 2. Flow chart of proposed algorithm.
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The parameters of the test system are specified in [27].
The multi-energy load profiles are shown in Fig. 4. In this
industrial park, the total electric load is larger than the in‐
stalled generation capacity. Hence, the industrial park pur‐
chases power from the external grid. The weight factors are
selected as Table I. The convergence tolerance ε is set to be
10-6. The number of segments of the convex quadratic terms
and nonconvex quadratic terms are selected as 5 and 2.

B. Simulation and Results

The simulation results are shown in Fig. 5, where the ini‐
tial values of the aggregation parameters are in red lines and
the final values are in blue lines. In the aggregation model,
the trend of the upper power bound is similar to that of elec‐
tric load. In addition, the heat and cooling power consumed
by the multi-energy load can affect the upper power bound
of the DIMS through the EB and the EC. The upper power
bound is relatively higher at 08:00-16:00. The lower power
bound almost remains unchanged over time because the fluc‐
tuation of the load profile can be offset by the PV cell. The
upward and downward ramping rate of the aggregation mod‐
el is 1.681 MW/h and 1.909 MW/h, respectively. The cost
functions are shown in Fig. 6.

Figure 7 shows the additional flexibility brought by the co‐
ordination of the multi-energy flows inside the DIMS. The
red lines indicate the power bounds, energy bounds, and
ramping bounds when multi-energy conversion devices are
operated according to the results of optimal day-ahead eco‐
nomic dispatching, which means only electric resources in‐
cluding distributed generators and batteries can adjust their
operation according to the dispatching signals. Hence, the
CHP, the GB, the EB, the AC, and the EC do not provide
flexibility to the power system and operate as the baseline.
In contrast, the blue lines represent the aggregation models
with the coordination of multi-energy conversion devices,
for example, the EB and the EC can be shut down when the
power system deploys downward reserve requests. The heat
and cooling energy are provided by the gas-fired devices
when the EB and the EC are shut down. Hence, flexibility
brought by the coordination of multi-energy conversion de‐
vices is exploited and the energy balance constraints (18)
and (19) still hold. In addition, the coordination of multi-ener‐
gy conversion devices decouples the electric and heat output
of the CHP. The CHP can provide more downward reserve ca‐
pacities to the power system. Similarly, the coordination of
multi-energy flow, especially the quick ramping capability of
the electric-driven devices, provides higher ramping rates.
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Fig. 4. Multi-energy load profiles.
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The dynamic constraints (2) and (3) in the aggregation
model can fully reflect the actual feasible region of the
DIMS. The robust power bounds with and without dynamic
constraints are shown in Fig. 8. If dynamic constraints are
excluded, the power bounds become tighter and the flexibili‐
ty of the DIMS is not fully characterized. In this test case, if
we ignore the dynamic constraints but regard the blue line in
Fig. 8 as the power bounds, the maximum total violation is
7.2 MWh. The relative error is about 15% between the dis‐
patching signals.

The parameters of the weight coefficients in (4) can affect
the aggregation model. We set cpmin

t to be 100 at 10:00-12:
00, which suggests that the power system requires more
downward reserve at the peak of the total load profile. The
other weight coefficients remain unchanged as Table I. The
aggregation results are shown in Fig. 9. The DIMS provides
more downward flexibility at 10: 00-12: 00 by adjusting the
charging plan of the battery. The battery is forced to be
charged at 07: 00-09: 00. Hence, the stored energy in the bat‐
tery can provide 0.33 MW additional downward reserve to the
power system.
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Fig. 9. Power bounds affected by values of coefficients.

The parameters of the weight coefficients in the aggrega‐
tion model can be adjusted to meet the requirement of the

power system. For example, the Jibei Power Grid in North‐
ern China requires an upward reserve to reduce wind curtail‐
ment [28]. The parameters cpmax

t and cemax
t can be set larger

in the required dispatching periods.
The GB in the DIMS is a backup for heating. The installa‐

tion of the GB can reduce the operation cost when TOU
price is high and provide more flexibility. We have conduct‐
ed a case study to compare the power bounds of the MEVPP
with and without the GB.

As shown in Fig. 10, the MEVPP with a GB has lower
power bounds at 09: 00-20: 00 because the EB is forced to
open at that period to provide heat energy. When the MEV‐
PP is equipped with a GB, the CHP and the EB can adjust
their operation plans to realize the dispatching signals from
the power system. Although the GB does not produce elec‐
tric energy, it can provide about 0.6 MW downward reserve
capacity when the heating load is larger than the capacity of
the EB.

C. Calculation Efficiency

In this subsection, we compare the calculation efficiency
with the KKT-based algorithm [14] and the Gurobi 9.0.0
nonconvex solver [25]. The algorithm in [14] utilized KKT
conditions to transform the sub-problem into a single prob‐
lem, with Nc additional complementary slackness con‐
straints. Nc is the number of constraints (8)-(19) in the sub-
problem. In [19], the sub-problem was transformed into (27)
and the KKT condition was utilized to separate the bilinear
terms in the objective function, with Nu additional comple‐
mentary slackness constraints. Nu is the number of con‐
straints (1)-(3) in the uncertainty set. Nc equals to 491 in the
test system and Nu equals to 142. Hence, we utilize the
MILP formulation in [19] to test the efficiency of the KKT-
based algorithm. The time limit for a sub-problem in each it‐
eration is set to 3600 s.

In Table II, the problem is successfully solved by the pro‐

0 4 8 12 16 20 24
Time (hour)

6
7

5

3
4

2
1

Po
w

er
 (M

W
)

Lower bound without dynamic constraints
Upper bound without dynamic constraints

Lower bound with dynamic constraints
Upper bound with dynamic constraints

Fig. 8. Power bounds of aggregation model with and without dynamic con‐
straints.
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posed algorithm in 512 s, 72.26 s of which is for solving the
PWL form of the sub-problem, 108.73 s is for CCP algo‐
rithm calculation, 86.59 s is for solving the master problem
and 244 s is for IO and model extraction. The total iteration
number of the C&CG algorithm is 20. The KKT-based algo‐
rithm and the Gurobi nonconvex solver fail to solve the
problem in the time limit. The KKT-based algorithm takes
about 1 hour to solve the sub-problem in the first iteration
and it exceeds the time limit. The Gurobi nonconvex solver
can solve the first several sub-problem in 1 min but it fails
to solve the sub-problem in the 4th iteration in 1 hour.

The objective values of the last iteration of the sub-prob‐
lem with different segments are shown in Table III, which in‐
dicates the proposed algorithm is satisfactory in calculation
accuracy. The number of segments of the convex quadratic
terms and nonconvex quadratic terms are selected as 5 and
2, respectively. The objective value of the sub-problem is
2×10-11 and the algorithm terminates. If we increase the num‐
ber of the segments, the objective value of the sub-problem
increases and the worst-case scenario is added to the master
problem to continue the iteration procedure. The selection of
the number of the segments in Section III-B brings a maxi‐
mum total deviation, 0.289 MWh, between the worst-case dis‐
patching signals. The maximum relative deviation is 0.66%,
which is acceptable in the day-ahead economic dispatching.
Hence, the proposed algorithm is satisfactory in both precision
and calculation speed.

TABLE III
OBJECTIVE VALUES OF SUB-PROBLEM IN LAST ITERATION

Segments of the
convex term

5

5

10

10000

Gurobi (failed to converge in 20000 s)

Segments of the
nonconvex term

2

4

2

2

Solution time
(s)

5.56

102.42

14.52

9032.00

-

Objective value

2.0000×10-11

2.4087×10-1

2.8905×10-1

2.8905×10-1

2.8905×10-1*

Note: * represents the lower bound of the objective function when the solv‐
er terminates.

D. Monte Carlo Simulation

In this subsection, the Monte Carlo simulation is conducted

to test the feasibility of the proposed aggregation model. The
optimal solution of the sub-problem corresponds to a vertex of
the polyhedron uncertainty set, hence we generate 5000 sam‐
ples on the vertexes of the aggregation model (1)-(3) to test the
feasibility of the proposed model. The simulation results are
shown in Fig. 11, where each sample is represented as a point.

The maximum total deviation is 0.289 MWh, which is the
same as the result calculated in Section IV-C. The maximum
relative total deviation from the dispatching order is 0.66%
and the mean relative deviation is 0.028%. And 3386 sam‐
ples of the dispatching signals can be realized by the DIMS
without deviation. In addition, all calculated costs are higher
than the actual costs, and the average difference between the
calculated costs and the actual costs is 1798 CNY, about 3%
of the total operation costs of the DIMS.

V. CONCLUSION

In this paper, the aggregation model of a DIMS-based
MEVPP is studied. Based on the two-stage RO, the feasible
region of the DIMS is described by the power constraints,
energy constraints, and ramping constraints, which can be di‐
rectly incorporated into the economic dispatching model of
the power system. The proposed robust aggregation model
can guarantee that all dispatching signals which satisfy the
three constraints can be realized by the DIMS. The two-
stage RO problem is solved based on the C&CG algorithm.
The dynamic constraints, including the energy constraints
and ramping constraints, make the sub-problem of the
C&CG algorithm time-consuming to be solved. A novel algo‐
rithm based on CCP is proposed and a PWL method based
on the convexity of the objective function is proposed to
find an initial point for the CCP. The proposed algorithm
can solve the bilinear sub-problem on a polygon set efficient‐
ly and is satisfactory in terms of accuracy. In case studies,
the aggregation of a real DIMS in Beijing could adjust its
power consumption in about 2-5 MW, which provides flexi‐
bility to the power system. The maximum power deviation is
lower than 0.66%, which is in an acceptable range for day-
ahead economic dispatching.
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