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Abstract——Cooperation between electric power networks 
(EPNs) and district heating networks (DHNs) has been exten‐
sively studied under the assumption that all information ex‐
changed is authentic. However, EPNs and DHNs belonging to 
different entities may result in marketing fraud. This paper pro‐
poses a cooperation mechanism for integrated electricity-heat 
systems (IEHSs) to overcome information asymmetry. First, a 
fraud detection method based on multiparametric program‐
ming with guaranteed feasibility reveals the authenticity of the 
information. Next, all honest entities are selected to form a co‐
alition. Furthermore, to maintain operational independence and 
distribute benefits fairly, Benders decomposition is enhanced to 
calculate Shapley values in a distributed fashion. Finally, the co‐
operative surplus generated by the coalition is allocated accord‐
ing to the marginal contribution of each entity. Numerical re‐
sults show that the proposed mechanism stimulates cooperation 
while achieving Pareto optimality under asymmetric information.

Index Terms——Information asymmetry, integrated electricity-
heat system, Benders decomposition, fraud detection, Shapley 
value.

I. INTRODUCTION 

DISTRICT heating networks (DHNs) give electric power 
networks (EPNs) a window to accommodate more re‐

newable energy. However, heat-driven policy throws the flex‐
ibility of combined heat and power (CHP) units into ques‐
tion [1]. For instance, in northeastern China, the generation 
of CHP units depends on heat loads. It results in more than 
1500 GWh of wind power being curtailed in 2013 [2]. Stud‐
ies on integrated electricity-heat systems (IEHSs) aim to ad‐
dress this challenge. The installation of heat storage tanks 
[3], heat pumps [4], or electric boilers [5] promises to in‐
crease the flexibility of EPNs while increasing the invest‐
ment cost. A more appealing prospect is to use the pipeline 
heat storage of DHNs [6].

The centralized scheduling of IEHSs [7], [8] is divorced 
from the reality that EPNs and DHNs are separate entities. It 
is impractical for EPNs and DHNs to share private informa‐
tion including topological structures, model parameters, and 
operating status. Fortunately, decentralized scheduling facili‐
tates operation independence and privacy protection. EPNs 
and DHNs only exchange boundary information such as La‐
grange multipliers in dual decomposition [9]-[12] or feasibili‐
ty cuts and optimality cuts generated in Benders decomposi‐
tion [13]-[15]. Optimality condition decomposition for IEHS 
dispatch is employed in [16]. Distributed economic dispatch 
of IEHSs is introduced in [17]. Such studies, however, ig‐
nore incentive compatibility among multiple entities.

IEHS dispatch based on holistic optimization may lead to 
incentive incompatibility. Tapping into pipeline heat storage 
can improve the operation flexibility of EPNs, but it will in‐
cur higher heat losses and more operating cost for DHNs. 
Therefore, DHNs based on individual rationality has little in‐
centive to cooperate with EPNs. Reference [18] proposes a 
hybrid energy sharing framework involving multiple mi‐
crogrids in IEHSs. Generalized locational marginal pricing 
in an integrated electricity and heat market is discussed in 
[19]. Reference [20] proposes a distributed dispatch solution 
for IEHSs under variable flow, where the model is bi-level, 
mixed-integer, and nonlinear. Reference [21] examines 
IEHSs from a market perspective. Reference [22] proposes 
an electricity, heating, and cooling trading model for the in‐
teraction between the multi-energy service provider and 
multi-energy consumer by using bi-level programming. A 
cost-sharing mechanism based on transfer payments is de‐
signed in [23], where EPNs share a part of payoffs of renew‐
able energy accommodation with DHNs to promote coopera‐
tion. Nevertheless, these studies ignore the problem of infor‐
mation asymmetry among different entities. More specifical‐
ly, almost all studies take for granted that the information ex‐
changed between EPNs and DHNs is completely authentic.

Fairness is the basis of transactions between different 
stakeholders. However, EPNs and DHNs with information 
asymmetry can result in marketing fraud, which means that 
DHNs exaggerate the operating cost in IEHS dispatch. The 
structure of IEHS dispatch under asymmetric information is 
shown in Fig. 1. EPNs and DHNs are controlled by different 
operators. Both CHP units operated by EPNs and heating 
boilers (HBs) managed by DHNs can supply heat. DHN op‐
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erators send the operating cost of DHN CH to EPN opera‐
tors. To encourage cooperation, EPN operators share a por‐
tion of the payoffs of renewable energy accommodation WE 
with DHN operators.

However, EPN operators do not know whether CH is au‐
thentic or not due to operational independence. It is conceiv‐
able that some DHN operators will increase CH to obtain 
more compensation from EPN operators. For example, some 
DHN operators send the increased operating cost of HBs CH1 
to EPN operators. Since CH1 is larger than CH, EPN opera‐
tors will compensate DHN operators more accordingly. The 
problem boils down to marketing fraud caused by informa‐
tion asymmetry. If DHN operators exaggerate losses to get 
more compensation, and even cause damage to the interests 
of EPN operators, it will be difficult for both parties to coop‐
erate, so it is necessary to guarantee the fairness of the trans‐
action. An intuitive solution is to design a fraud detection 
method to overcome information asymmetry.

The proposed fraud detection method can disclose the au‐
thenticity of information exchanged between EPNs and 
DHNs. All honest entities are selected to form a coalition. 
Honest entities are dispatched coordinately; dishonest enti‐
ties are dispatched separately. The only challenge that re‐
mains now is how to fairly and efficiently allocate the coop‐
erative surplus generated by the coalition. EPNs give trans‐
fer payments to DHNs, but it is laborious to calculate the op‐
timal sharing ratio [23]. Combined scheduling of IEHSs con‐
sidering mutual benefit is discussed in [24]. However, the 
problem of feasibility has not been fully handled. In addi‐
tion, it cannot cover the cases with multiple EPNs and 
DHNs. In a sense, IEHS dispatch is a cooperative game. The 
Shapley value provides a practical solution for benefit distri‐
bution among several players in a coalition [25]. These re‐
search works, however, cannot overcome information asym‐
metry and distribute benefits fairly in a decentralized manner 
involving multiple entities.

Although IEHS dispatch has been investigated in numer‐
ous previous literature, it cannot bridge the gap between opti‐
mal utilization of energy resources and information asymme‐
try between EPNs and DHNs. Cooperation between EPNs 
and DHNs has been extensively studied under the assump‐
tion that all information exchanged is authentic. Besides, 
EPNs and DHNs belonging to different entities may lead to 
marketing fraud. Furthermore, how to encourage cooperation 
while achieving Pareto optimality under asymmetric informa‐

tion remains an open challenge. In conclusion, IEHS dis‐
patch should fully guarantee fraud detection, privacy protec‐
tion, and incentive compatibility under asymmetric informa‐
tion. Thus, we propose a cooperation mechanism for IEHSs 
with information asymmetry. Highlights of our original con‐
tributions are as follows:

1) A fraud detection method based on multiparameter pro‐
gramming with guaranteed feasibility is proposed to over‐
come information asymmetry. Specifically, it reveals the au‐
thenticity of information exchanged among multiple entities.

2) All honest entities are selected to form a coalition and 
coordinate scheduling based on the proposed fraud detection 
method. In contrast, dishonest entities submitting false infor‐
mation are dispatched separately.

3) To preserve privacy and achieve incentive compatibili‐
ty, the enhanced Benders decomposition is proposed to calcu‐
late Shapley values in a distributed manner.

4) The proposed mechanism stimulates DHNs to cooper‐
ate with EPNs while achieving Pareto optimality under asym‐
metric information.

The remainder of the paper is structured as follows. We 
present an IEHS dispatch model under asymmetric informa‐
tion in Section II. Next, we further discuss the problem of in‐
formation asymmetry when EPNs cooperate with DHNs. A 
distributed algorithm with fraud detection is employed in 
Section III. In Section VI, we establish a fair benefit distribu‐
tion mechanism for the coalition by calculating Shapley val‐
ues. The case study justifies the effectiveness of the pro‐
posed cooperation mechanism in Section V. Finally, conclu‐
sions are given in Section VI.

II. IEHS DISPATCH MODEL UNDER ASYMMETRIC 
INFORMATION 

This section describes an IEHS dispatch model under 
asymmetric information in a compact form. In addition, we 
explore the causes of information asymmetry and its reper‐
cussions.

A. IEHS Dispatch Model

The IEHS dispatch model is presented in a compact form.

min
{ }xEhC { }hH ( )a xH ( )a

ì
í
î
CE( xEhC ) +∑

a = 1

n

CH ( )a ( )hH ( )a

ü
ý
þ

(1)

s.t.

DE xE +BChC £ bE (2)

FC ( )a hC +FH ( )a hH ( )a +DH ( )a xH ( )a = fH ( )a (3)

-x H ( )a £ xH ( )a £ x̄H ( )a (4)

-h H ( )a £ hH ( )a £ h̄H ( )a (5)

a = 12n (6)

where xE = [ ]pgrugrdgθtp
w
g αg

T

 is the vector of internal 

variables of EPNs, pg is the electric power generation, rug 
and rdg are the upward and downward spinning reserve de‐
mands of CHP units and thermal generating units, respective‐
ly, θt is the phase angle of buses, pw

g  is the electric power 
generation of wind farms, αg is the extreme point coefficient 
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Fig. 1.　Structure of IEHS dispatch under asymmetric information.
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of CHP units; CE( )×  is the cost of EPNs; CH ( )a ( )×  is the cost 

of the ath DHN; xH ( )a  is the vector of internal variables of 

the ath DHN; hC is the heat output supplied by CHP units;

-x H ( )a  and x̄H ( )a  are the lower and upper limits of the vector 

of internal variables of the ath DHN, respectively; hH ( )a  is 

the heat generation supplied by HBs in the ath DHN; -h H ( )a  

and h̄H ( )a  are the lower and upper limits of heat generation 

supplied by HBs in the ath DHN, respectively; n is the num‐
ber of DHN; and DE, BC, bE, FC ( )a , FH ( )a , DH ( )a , and fH ( )a  are 

all coefficient matrixes or vectors.
Constraint (2) includes active power balance (A33), spin‐

ning reserve requirements (A34)-(A38), ramping limits (A39), 
and power network constraints (A40) and (A41). Constraint 
(3) refers to constraints of the ath DHN, including (A1), 
(A4)-(A18). Constraint (4) refers to the operating bounds of 
the ath DHN, as shown in (A3), (A19), and (A20). Please re‐
fer to the Appendix A for detailed definitions and descrip‐
tions of the model.

B. Discussion on Problem of Information Asymmetry

We further discuss the problem of information asymmetry 
between EPNs and DHNs. First, the differences between 
combined dispatch and separate dispatch are compared. 
Next, we evaluate the operating cost of EPNs, DHNs, and 
IEHSs in two dispatch models. Finally, the causes and reper‐
cussions of information asymmetry are investigated.

In separated dispatch, DHNs attempt to keep heating sup‐
ply temperature at CHP unit node constant all time and sub‐
mit the heat loads to EPNs [15]. Next, the economic dis‐
patch problem is solved by including additional heat supply 
constraints. In this case, heat loads are determined by (A3), 
(A15), (A16), and (7).

τ GS
gt = Γ

GS
g0      "gÎG  CHPtÎ T (7)

where τ GS
gt  is the supply temperature of CHP unit g; Γ GS

g0  is 
the initial supply temperature of CHP unit g; G  CHP is the set 
of CHP units; and T  is the set of dispatch horizons.

Since the ambient temperature is higher during the day 
and lower at night, heat loads are lower during the day and 
higher at night. Nonetheless, heat loads and electricity loads 
are inverse. The peak-to-valley distribution between forecast‐
ed wind power output and electricity loads is also opposite. 
In the heat-driven model, the electricity output of CHP units 
depends on heat loads. Since heat loads are high at night, 
CHP units generate a lot of electricity while producing heat, 
and the wind power output must be reduced.

In combined dispatch, the DHN is heated early in the heat 
load trough. At night, CHP units will be operated at a low 
output level to free up space for wind power accommoda‐
tion. Simultaneously, relatively more expensive HBs will re‐
place CHP units for heat supply. The DHN makes full use of 
pipeline energy storage in combined dispatch and provides 
the EPN with greater flexibility, but at the expense of higher 
operating cost and heat losses for the DHN.

As shown in Table I, C'E, C'H, and C'IEHS are the costs of the 
EPN, DHN, and IEHS in separated dispatch, respectively; 
CIEHS is the cost of the IEHS in combined dispatch. To be spe‐
cific, CE and C'E include operating cost of thermal generating 

units, operating cost of CHP units, and wind curtailment penal‐
ty in separated dispatch and combined dispatch, respectively. 
CH and C'H include the operating cost of HBs in separated dis‐
patch and combined dispatch, respectively. The sum of CE/C'E 
and the sum of CH/C'H are the total costs of the IEHS in separat‐
ed dispatch and combined dispatch, respectively.

According to the previous analysis, we conclude that CE is 
smaller than C'E, CH is greater than C'H, and CIEHS is smaller 
than C'IEHS. As a consequence, the cost of DHN increases, 
and the cost of EPN decreases. To stimulate cooperation, the 
EPN shares a part of the benefits of renewable energy ac‐
commodation WE with the DHN. Therefore, the costs of both 
EPN and DHN decrease. In other words, all entities in com‐
bined dispatch achieve incentive compatibility.

The above analysis assumes that all information ex‐
changed between EPNs and DHNs is authentic. However, 
due to information asymmetry, EPN operators do not know 
whether CH is real or fake. In order to obtain further compen‐
sation, some DHN operators increase CH. Information asym‐
metry results in marketing fraud. Designing a fraud detec‐
tion method to constrain individual behavior is an obvious 
solution to overcoming information asymmetry.

III. DISTRIBUTED ALGORITHM WITH FRAUD DETECTION 

A distributed algorithm with fraud detection is proposed 
in this section. Specific procedures based on multiparametric 
programming with guaranteed feasibility disclose the authen‐
ticity of the information exchanged among different entities. 
Next, all honest entities are selected to form a coalition. Enti‐
ties in the coalition are dispatched in coordination, whereas 
dishonest entities are dispatched separately.

Distributed scheduling facilitates operational independence 
and protects private information. In this section, IEHS dis‐
patch problem is decomposed into EPN master problem and 
DHN subproblems through Benders decomposition. In partic‐
ular, to ensure all subproblems are always feasible, each 
DHN sends a predefined feasibility cut to EPN before itera‐
tion. We introduce a corollary about multiparameter program‐
ming and convex optimization first. Please refer to Appendix 
A for detailed definitions and descriptions of the model.

Corollary: because IEHS dispatch is a convex optimiza‐
tion problem, the local optimal solution of this problem is al‐
so its global optimal solution. If the solution of the master 
problem lies within the boundary of the critical region CR in‐
stead of on it, it is both a local optimal solution and a global 
one. To be specific, the solution is supposed to lie on the 
boundary of the critical region before the master problem 
converges to the global optimal solution. The local optimal 

TABLE I
COSTS OF EPN, DHN, AND IEHS UNDER DIFFERENT DISPATCH METHODS

Method

Separated dispatch

Combined dispatch

With compensation

Cost of EPN
($)

C'E
CE↓

(CE +WE )↓

Cost of DHN 
($)

C'H
CH↑

(CE -WE )↓

Cost of IEHS
($)

C'IEHS

CIEHS↓
CIEHS↓
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costs LOC in the two adjacent critical regions are equal dur‐
ing each iteration [26].

Figure 2 shows the space of parameters hC. CR1, CR2, 
and CR3 are all critical regions. They form the space of pa‐
rameters hC. Figure 3 shows that the local optimal costs of ad‐
jacent critical regions are equal. LOC(hC) is the local optimal 
cost.

The distributed algorithm with fraud detection includes 
the following details.

1) S1: initialize iteration number k = 1 and optimal value 
y(0) = ∞. In particular, each DHN sends a predefined feasibili‐
ty cut to EPN.

2) S2: EPN optimizes the improved master problem (8) 
and expresses the optimal solution as x ( )k

E  and h( )k
C . x ( )k

E  is the 
vector of internal variables of EPNs in the kth iteration. h( )k

C  
is the heat output supplied by CHP units in the kth iteration.

ì

í

î

ï
ïï
ï

ï
ïï
ï

min
xEhChH ( )a

CE (xEhC )

s.t.  DE xE +BChC £ bE

       G FC
C ( )a hC +G FC

H ( )a hH ( )a £ g FC
( )a     a = 12n

(8)

where G FC
C ( )a , G FC

H ( )a , and g FC
( )a  are the coefficient matrixes or 

vectors, and the detailed descriptions are available in the Ap‐

pendix A.
3) S3: EPN provides fixed boundary variable h′C for each 

DHN. h′C is a copy of h( )k
C . Each DHN optimizes its subprob‐

lem. In the kth iteration, the ath DHN subproblem is de‐
scribed as:

 

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïïï
ï

ï

ï

ηH ( )a ( )h( )k
C = min

h′ChH ( )a xH ( )a

CH ( )a ( )hH ( )a

 s.t.  h′C = h( )k
C      β ( )k

( )a

        FC ( )a h′C +FH ( )a hH ( )a +DH ( )a xH ( )a = fH ( )a            λ( )k
( )a

        G FC
C ( )a h′C +G FC

H ( )a hH ( )a £ g FC
( )a      μ( )k

( )a

(9)

where β ( )k
( )a ,  λ( )k

( )a , and μ( )k
( )a  are the Lagrange multipliers for 

equality and inequality constraints; and ηH ( )a  is a decision 

variable to characterize the local optimal cost.
4) S4: denote the optimal solution of (9) as h( )k

C , h( )k
H ( )a , and 

x ( )k
H ( )a . Some rows in the constraints of (9) are active at the 

optimal solution, while others remain inactive. Define active 
constraints by Lagrange multipliers and inactive constraints 
by their values [24]. To be specific, Lagrange multipliers cor‐
responding to active constraints at the optimal solution is 
greater than or equal to 0. Residuals corresponding to inac‐
tive constraints at the optimal solution are negative.

ì

í

î

ïïïï

ïïïï

{ }G FC ( )k
C ( )a

A
h′C + { }G FC ( )k

H ( )a
A
h( )k

H ( )a = { }g FC ( )k
( )a

A

 { }μ( )k
( )a

A
³ 0

  (10)

ì

í

î

ïïïï

ïïïï

{ }G FC ( )k
C ( )a

I
h'C + { }G FC ( )k

H ( )a
I
h( )k

H ( )a < { }g FC ( )k
( )a

I

{ }μ( )k
( )a

I
= 0

(11)

where { }×
A
 represents the variables corresponding to active 

constraints; and { }×
I
 represents the variables corresponding to 

inactive constraints.
5) S5: subproblem (9) has the following Lagrange formula:

L (h′Ch( )k
H ( )a x

( )k
H ( )a β

( )k
( )a λ

( )k
( )a μ

( )k
( )a ) =CH ( )a ( )h( )k

H ( )a + ( β ( )k
( )a ) T

×

(h′C-h( )k
C ) +  ( λ( )k

( )a ) T(FC ( )a h′C+FH ( )a h( )k
H ( )a +DH ( )a x ( )k

H ( )a -fH ( )a ) +
{μ( )k

( )a }T

A({G FC ( )k
C ( )a }

A
h′C+ {G FC ( )k

H ( )a }
A
h( )k

H ( )a - {g FC ( )k
( )a }

A ) (12)

The Karush-Kuhn-Tucker conditions for subproblem (9) 
are as follow.
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where d( )a  is a constant vector; and I is an identity matrix. The following solutions are obtained by solving (13):

CR1 CR2 CR3

h
C

Fig. 2.　Space of parameters hC.

CR1

LOC(hC)

CR2 CR3

CR

Fig. 3.　Local optimal costs of adjacent critical regions.
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where ω( )k
ij ( )a  is the block matrix element of the ith row and 

the jth column of the ath DHN in the kth iteration.
h( )k

H ( )a  is an affine function of boundary variables h( )k
C .

h( )k
H ( )a = φ( )a (h( )k

C ) =ω( )k
31( )a h( )k

C +ω( )k
32 ( )a f ( )k

H ( )a +

ω( )k
33( )a {g FC ( )k

( )a }
A
-ω( )k

36 ( )a d( )a (15)

where φ( )a ( )×  is the affine function.

Taking the boundary variables h( )k
C  as parameters, the local 

optimal cost is expressed as:

LOC ( )k
( )a (h( )k

C ) = d T
( )a φ( )a (h( )k

C ) + e( )a (16)

where e( )a  is a constant.

For active constraints, Lagrange multipliers {μ( )k
( )a }

A
 are an 

affine function of h( )k
C .

{μ( )k
( )a }

A
=ω( )k

61( )a h( )k
C +ω( )k

62 ( )a f ( )k
H ( )a +ω

( )k
63( )a {g FC ( )k

( )a }
A
-ω( )k

66 ( )a d( )a ³ 0

(17)

By substituting (15) to inactive constraints, we can obtain:

{G FC ( )k
H ( )a }

I(ω( )k
32 ( )a f ( )k

H ( )a +ω
( )k
33( )a {g FC ( )k

( )a }
A
-ω( )k

36 ( )a d( )a ) +
( ){ }G FC ( )k

C ( )a
I
+ { }G FC ( )k

H ( )a
I
ω( )k

31( )a h( )k
C £ {g FC ( )k

( )a }
I

(18)

Both (17) and (18) are some half-planes from a geometric 
point of view with respect to the parameter h( )k

C , which de‐
fine the critical region in the ath DHN during the kth iteration, 
written as CR( )k

( )a . Each DHN sends CR( )k
( )a  and LOC ( )k

( )a (h( )k
C ) to 

EPN.
6) S6: EPN collects CR( )k

( )a  and LOC ( )k
( )a (h( )k

C ) for all DHN 

subproblems. The augmented improved master problem is ex‐
pressed as:

ì

í

î

ï

ï

ï

ï
ïï
ï

ï

ï

ï

ï

ï

ï

ï
ïï
ï

ï

ï

ï

( )x ( )k + 1
E h( )k + 1

C h( )k + 1
H ( )a η( )k + 1

( )a = arg min
xEhChH ( )a η( )a

ì
í
î

ü
ý
þ

CE (xEhC )+∑
a = 1

n

η( )a

s.t.  DE xE +BChC £ bE

       G FC
C ( )a hC +G FC

H ( )a h′H ( )a £ g FC
( )a

       hCÎCR( )a

       η( )a ³ LOC( )a ( )hC

       a = 12n
(19)

7) S7: EPN solves the augmented improved master prob‐
lem (19) and checks whether the local optimal costs in the 
two adjacent critical regions are equal. The local optimal 
costs in the two adjacent critical regions are strictly equal in 
theory. However, there is an error in the numerical simula‐

tion, so we test if the local optimal costs in the two adjacent 
critical regions are equal by setting δ to be 0.5. If 

| LOC ( )k
( )a (h( )k

C ) - LOC ( )k - 1
( )a (h( )k

C ) | > δ, the local optimal cost in 

the two adjacent critical regions is not equal in the kth itera‐
tion. In other words, the ath DHN modifies its local optimal 
cost in the kth iteration. Thus, the ath DHN is dishonest, and 
it is dispatched separately. The EPN and other honest DHNs 
form a coalition. They are dispatched in a coordinated man‐
ner.

8) S8: calculate the optimal value y( )k . ε is the convergence 
parameter and is equal to 0.01. If || y( )k - y( )k - 1 < ε, terminate 

the iteration. Update k: = k + 1 and go to S3, otherwise.
In summary, EPN transfers the heat output of CHP units, 

denoted as hC, to DHN first. In particular, hC is not only a 
boundary coupling variable, but also a parameter in multipa‐
rameter programming theory. Next, DHN transmits critical 
region and local optimal cost to ENP. Finally, EPN com‐
pares the collected LOC based on corollary to identify fraud‐
ulent information. A flowchart of the distributed algorithm 
with fraud detection is shown in Fig. 4.
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Fig. 4.　Flowchart of distributed algorithm with fraud detection.
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IV. FAIR BENEFIT DISTRIBUTION MECHANISM OF COALITION 

The fraud detection method selects honest entities to form 
a coalition. Entities in the coalition are dispatched coordi‐
nately, while dishonest entities are dispatched separately. 
Combined dispatch of IEHSs reduces coalition cost due to 
cooperative surplus but leads to higher cost for DHNs. With‐
out a fair benefit distribution mechanism, DHNs have no in‐
centive to cooperate with EPNs.

In this section, we prepare to allocate cooperative surplus 
by calculating the Shapley value based on the marginal con‐
tribution of each entity. The cooperative game emphasizes 
collective rationality and pursues the maximization of collec‐
tive interests. Fair distribution of cooperative surplus is a 
prerequisite for effective cooperation. Given a coalitional 
game G = Nv  || N = n, the Shapley value of player i is de‐
fined as [25]:

φi(G ) = 1
n! ∑SÍN\{ }i

|| S !(n - | S | - 1)![v (S {i}) - v (S ) ] (20)

where N is a universal set including n players; S is a subset 
excluding player i; || S  is the number of players in set S; and 
v ( )S  is a characteristic function representing the sum of the 
total expected payoffs that the players in set S can obtain by 
cooperation.

The basic idea of the Shapley value is that players reason‐
ably expect to be paid for their marginal contribution. Since 
EPN and DHN are operated by different entities, it is not 
practical to calculate Shapley values centrally. Benders de‐
composition preserves the privacy of different entities in 
IEHS dispatch, which paves the way for calculating Shapley 
values in a distributed manner.

There are one EPN and n DHNs in IEHS dispatch. As‐
sume that E denotes the EPN and Hi denotes the ith DHN. 
The universal set is N ={E, H1, H2, , Hn }. The subsets in‐
clude {E, H1 }, {E, H1, H2 }, , {E, H1, H2, , Hn - 1 } and so on. 
Each subset maps a characteristic function v(S). For ease of 

understanding, we take the cooperation between one EPN 
and one DHN as an example. In this case, the universal set 
is N={E, H}. The subsets of EPN include SE1={E} and SE2= 
{E, H}. The subsets of DHN include SH1= {H} and SH2= 
{E, H}.

C′E and C′H denote the costs of EPN and DHN in separated 
dispatch. They are mapped to v ( )SE1  and v ( )SH1 , respectively. 
CIEHS denotes the overall cost of IEHS in combined dispatch, 
and it is mapped to v ( )SE2  or v ( )SH2 . In order to ensure incen‐
tive compatibility among all players, we recalculate the costs 
of EPN and DHN based on Shapley values by (20). For exam‐
ple, C S

E = ( )CIEHS +C'E -C'H 2 and C S
H = ( )CIEHS +C'H -C'E 2 de‐

note the costs of EPN and DHN in combined dispatch after 
calculating Shapley values. Likewise, we can calculate Shap‐
ley values of multiple entities.

V. CASE STUDY 

This section presents two IEHS case studies at different 
scales. First, the fraud detection method is used to check 
whether the local optimal costs in the two adjacent critical 
regions are identical. Specifically, the fraud detection meth‐
od reveals the authenticity of information exchanged be‐
tween EPN and DHNs. Moreover, all honest entities are se‐
lected to form a coalition. The cooperative surplus generated 
by the coalition is allocated by calculating Shapley values 
based on the marginal contribution of each entity. In summa‐
ry, two case studies highlight fraud detection, privacy protec‐
tion, and incentive compatibility of the proposed cooperation 
mechanism with information asymmetry. Simulation tests 
were performed on a computer with an Intel i7-10700F CPU 
and 16 GB of RAM. The Gurobi solver [27] in MATLAB 
was used to solve these problems. Table II shows the scale 
information of two IEHS case studies. Further details about 
the data can be found in [28].

A. Small-scale IEHS

Figure 5 shows the diagram of a small-scale IEHS consist‐
ing of a 6-bus EPN and a 6-node DHN. Bs stands for bus; 
G stands for generator; W stands for wind farm; D stands 
for electrical load; Nd stands for node; HES stands for heat 
exchange station; and HL stands for heat load. Further de‐
tails about the data can be found in [28]. The fraud detection 
process in small-scale IEHS is shown in Table III. The fraud 
detection method examines local optimal costs in the two ad‐
jacent critical regions.

In the first case, DHN does not change the local optimal 
costs during each iteration. The local optimal costs in the 
two adjacent critical regions are both $4604. Similarly, the 

local optimal costs in the two adjacent critical regions dur‐
ing the second iteration are both $3607. To be exact, the in‐
formation exchanged between EPN and DHN is authentic. 
As a result, EPN and DHN form a coalition and coordinate 
scheduling.

However, in the second case, the local optimal costs in 
the two adjacent critical regions during the second iteration 
are $3607 and $3807, respectively. It violates the corollary 
that local optimal costs in the two adjacent critical regions 
are equal. DHN operator wants to increase the local optimal 
costs in the second iteration to get more compensation from 
EPN, i.e., there is marketing fraud in DHN. Thereby, in the 
second case, EPN and DHN are dispatched separately.

TABLE Ⅱ
SCALE INFORMATION OF TWO IEHS CASE STUDIES

Scale

Small

Large

EPN

Bus

6

319

Branch

7

431

Thermal unit

2

120

CHP

2

20

Wind unit

1

68

DHN

Node

6

40

Pipeline

5

35

Heat boiler

1

5

Heat load

2

15
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Combined dispatch of IEHS can improve the flexibility of 
EPN. Overall heat output of small-scale IEHS is shown in 
Fig. 6.

Heat output in separate dispatch almost matches heat 
loads, whereas DHN is heated earlier during the trough peri‐
od of heat loads in combined dispatch; at night, CHP units 
in combined dispatch operate at a low output level. At the 
same time, relatively more expensive HBs will replace CHP 
units to provide heat. Accordingly, the use of pipeline heat 
storage can improve the operational flexibility of EPN, but 
results in more operating cost and heat losses for DHN.

Combined dispatch of IEHS can reduce wind curtailment. 
Figure 7 shows the overall wind curtailment in small-scale 
IEHS.

At night, heat loads are high, and CHP units generate 
enormous electricity while producing heat, so wind power 
must be reduced. The reduction causes severe wind curtail‐
ment in separated dispatch. On the contrary, CHP units in 
combined dispatch operate at low output at night to free up 
space for wind utilization.

Table IV summarizes and compares the economic perfor‐
mance of small-scale IEHS. Traditional combined dispatch 
does not redistribute the benefits of EPN and DHN. To 
achieve incentive compatibility, we recalculate the cost of 
EPN and DHN based on Shapley values in combined dis‐
patch.

Combined dispatch reduces wind curtailment by 74.3% 
compared with the separate dispatch. The total cost of IEHS 
in combined dispatch is $17872 less than the separated dis‐
patch. The cost of EPN in the combined dispatch is $18829 
less than in the separated dispatch. Nevertheless, the cost of 
DHN in the combined dispatch is $957 more than in the sep‐
arated dispatch. In short, the cost of EPN decreases and the 
cost of DHN increases after cooperation.

To promote cooperation, we calculate Shapley values 
based on the marginal contribution of each entity to fairly 
distribute the cooperative surplus generated by the coalition. 

Calculation of Shapley values shows that cost of EPN is 
$111502. Specifically, EPN awards DHN $9893 as compen‐
sation. The cost of DHN is $-8036. In other words, the total 
payoffs of DHN are $8036. Total cost of IEHS in combined 
dispatch remains $17872. Both EPN and DHN benefit from 
the cooperation that ensures incentive compatibility.

B. Large-scale IEHS

We further verify fraud detection, privacy protection, and 
incentive compatibility of the proposed cooperation mecha‐
nism with information asymmetry in large-scale IEHS.
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Fig. 7.　Overall wind curtailment in small-scale IEHS.

TABLE Ⅲ
FRAUD DETECTION PROCESS IN SMALL-SCALE IEHS

k

1

2

First case

LOC ( )k - 1 (h( )k
C ) 

($)

4604

3607

LOC ( )k (h( )k
C ) 

($)

4064

3607

Second case

LOC ( )k - 1 (h( )k
C ) 

($)

4604

3607

LOC ( )k (h( )k
C ) 

($)

4064

3807
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Fig. 6.　Overall heat output in small-scale IEHS.
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Fig. 5.　Diagram of small-scale IEHS.

TABLE Ⅳ
ECONOMIC PERFORMANCE OF SMALL-SCALE IEHS

Dispatch model

Separated dispatch

Combined dispatch (traditional)

Combined dispatch (Shapley)

EPN

Wind curtailment 
penalty ($)

23084

5923

Thermal cost ($)

82664

82718

CHP cost ($)

14690

12968

Overall cost ($)

120438

101609

111502

DHN

HB cost ($)

900

1857

Overall cost ($)

900

1857

-8036

Total cost of 
IEHS ($)

121338

103466

103466
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We first check whether the local optimal costs in two adja‐
cent critical regions of all DHNs are equal. The fraud detec‐
tion process in large-scale IEHS is presented in Table V. The 
local optimal costs in two adjacent critical regions of DHN1, 
DHN2, and DHN3 are equal. Thus, DHN1, DHN2, and 
DHN3 do not modify the operating cost of HBs during each 
iteration. The information exchanged between EPN and 
DHN1, DHN2, and DHN3 is authentic. Through the fraud 
detection method, EPN, DHN1, DHN2, and DHN3 are se‐
lected as honest entities. In addition, EPN, DHN1, DHN2, 
and DHN3 form a coalition S ={E, H1, H2, H3 }. The players 

in the coalition are dispatched coordinately.
EPN and DHNs belonging to different entities under asym‐

metric information may result in marketing fraud. In con‐
trast, local optimal costs in two adjacent critical regions of 
DHN4 are not equal in the 10th iteration. The local optimal 
costs in two adjacent critical regions of DHN5 are not equal 
in the 7th iteration. DHN4 and DHN5 increase the operating 
cost of HBs to obtain more compensation. Therefore, DHN4 
and DHN5 are dishonest players and are dispatched separate‐
ly.

A summary and comparison of the economic performance 
of large-scale IEHS are shown in Table VI. Traditional com‐
bined dispatch does not redistribute the benefits of EPN and 

DHNs. Additionally, we calculated the cost of EPN and 
DHNs based on Shapley values in a combined dispatch to 
ensure incentive compatibility.

The total cost of IEHS in separated dispatch is $197843. 
The cost of EPN in the coalition S3 is $266 less than the sep‐
arated dispatch. The cost of DHN1 in the coalition S3 is $49 
more than the separated dispatch. The cost of DHN2 in the 
coalition S3 is $13 more than the separated dispatch. The 
cost of DHN3 in the coalition S3 is $49 more than the separat‐
ed dispatch. In brief, the cost of EPN decreases, while the 
costs of DHN1, DHN2, and DHN3 in the coalition S3 increase.

If DHN transmits fake information to EPN, this behavior 
can be identified through the fraud detection method. EPN and 
DHN do not form a coalition, so they are dispatched separate‐
ly. If lying does not benefit players, they will not lie. Based on 
the rational perspective, EPN and DHN will exchange authen‐
tic information to form a stable coalition. In summary, the pro‐
posed mechanism stimulates cooperation while achieving Pare‐
to optimality under asymmetric information.

TABLE Ⅴ
FRAUD DETECTION PROCESS IN LARGE-SCALE IEHS

k

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

DHN1

LOC ( )k - 1
( )1 (h( )k

C ) 
($)

2405

2369

2332

2278

2241

2188

2134

2116

2098

2080

2079

2062

2044

2025

2025

LOC ( )k
( )1 (h( )k

C )
 ($)

2405

2369

2332

2278

2241

2188

2134

2116

2098

2080

2079

2062

2044

2025

2025

DHN2

LOC ( )k - 1
( )2 (h( )k

C )
 ($)

2405

2368

2331

2313

2295

2277

2259

2242

2226

2206

2188

2170

2152

2134

2115

LOC ( )k
( )2 (h( )k

C ) 
($)

2405

2368

2331

2313

2295

2277

2259

2242

2226

2206

2188

2170

2152

2134

2115

DHN3

LOC ( )k - 1
( )3 (h( )k

C )
 ($)

2405

2369

2297

2260

2224

2152

2133

2116

2098

2080

2062

2044

2025

2025

2025

LOC ( )k
( )3 (h( )k

C )
 ($)

2405

2369

2297

2260

2224

2152

2133

2116

2098

2080

2062

2044

2025

2025

2025

DHN4

LOC ( )k - 1
( )4 (h( )k

C )
 ($)

2405

2361

2286

2229

2193

2139

2121

2103

2085

2067

2049

2048

2048

2048

2048

LOC ( )k
( )4 (h( )k

C )
 ($)

2405

2361

2286

2229

2193

2139

2121

2103

2085

2080

2049

2048

2048

2048

2048

DHN5

LOC ( )k
( )5 (h( )k

C )
 ($)

2435

2365

2311

2275

2257

2239

2221

2203

2203

2203

2203

2203

2203

2203

2203

LOC ( )k - 1
( )5 (h( )k

C )
 ($)

2435

2365

2311

2275

2257

2239

2235

2203

2203

2203

2203

2203

2203

2203

2203

TABLE Ⅵ
ECONOMIC PERFORMANCE OF LARGE-SCALE IEHS

Dispatch model

Separated dispatch

Combined dis‐
patch (traditional)

Combined dis‐
patch (Shapley)

EPN

Wind cur‐
tailment 

penalty ($)

5168

5117

Thermal 
cost ($)

69551

69546

CHP 
cost ($)

113244

113034

Overall 
cost ($)

187963.00

187697.00

187899.17

DHN1

HB 
cost 
($)

1976

2025

Overall 
cost ($)

1976

2025

1933

DHN2

HB 
cost 
($)

1976

1989

Overall 
cost ($)

1976.00

1989.00

1951.67

DHN3

HB 
cost 
($)

1976

2025

Overall 
cost ($)

1976.00

2025.00

1952.17

DHN4

HB 
cost 
($)

1976

1976

Overall 
cost ($)

1976

1976

1976

DHN5

HB 
cost 
($)

1976

1976

Overall 
cost ($)

1976

1976

1976

Total 
cost of 
IEHS 

($)

197843

197688

197688
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VI. CONCLUSION 

In this paper, we propose a cooperation mechanism design 
for IEHS with information asymmetry. The basic idea is to 
bridge the gap between optimal scheduling of IEHS and in‐
formation asymmetry among multiple entities. Fraud detec‐
tion, privacy protection, and incentive compatibility are all 
included in the proposed mechanism. The proposed fraud de‐
tection method based on multiparametric programming with 
guaranteed feasibility reveals the authenticity of the informa‐
tion exchanged between EPNs and DHNs. It overcomes in‐
formation asymmetry among multiple entities. All honest en‐
tities are selected to form a coalition and coordinate schedul‐
ing, while dishonest entities submitting false information are 
dispatched separately. Moreover, to protect private informa‐
tion and distribute benefits fairly, Shapley values of the co‐
alition are calculated in a distributed manner through en‐
hanced Benders decomposition. The coalition as a whole 
achieves incentive compatibility. In particular, the designed 
mechanism encourages cooperation while achieving Pareto 
optimality under asymmetric information. In the future, we 
plan to design a cooperation mechanism for IEHS that con‐
siders information asymmetry and uncertainty.

APPENDIX A 

A. DHN Model

The main components of a typical DHN are heat generation 
sources, primary and secondary networks, heat stations, and 
heat loads [29]. Primary and secondary networks in DHN are 
analogous to transmission and distribution networks in EPN. 
Heat is transported from heat sources to heat stations through 
primary networks. Heat stations transfer heat to consumers 
through secondary networks. Secondary networks are not only 
exceedingly complex in topology, but also have few accessible 
measurements. As a result, only primary networks are mod‐
eled in this paper. Heat stations correspond to heat loads. The 
simplified DHN includes sources, loads, and primary net‐
works. In this paper, the expression is simplified by summariz‐
ing the variables into vectors.
1) Heat Generation Source

CHP units dispatched by EPN operators and HBs controlled 
by DHN operators make up heat generation sources:

h = [ ]hC hH = cM G( )τGS - τGR (A1)

where h is the total heat output; hC is the heat output supplied 
by CHP units; hH is the heat output supplied by HBs; τGS is the 
supply temperature of heat sources; τGR is the return tempera‐
ture of heat sources; M G is the mass flow rate matrix of heat 
sources; and c is the heat capacity of water.

The operating cost of HBs in the ath DHN is a linear func‐
tion:

CH ( )a (hH ( )a ) = d T
( )a hH ( )a + e( )a (A2)

hH ( )a  should adhere to operating limits:

-h H ( )a £ hH ( )a £ h̄H ( )a (A3)

where -h H ( )a  and h̄H ( )a  are the lower and upper limits of heat 

generation supplied by HBs in the ath DHN, respectively.

2) Thermal Dynamics
The nodal method characterizes thermal dynamics in this 

paper. It mainly includes transfer delays and heat losses. The 
outlet temperature of pipelines is estimated by neglecting 
heat losses:

τ′PSout =QτPSin + τ̂PSout (A4)

τ′PRout =QτPRin + τ̂PRout (A5)

where τ′PSout and τ′PRout are the outlet temperatures influenced 
by the historical inlet temperature of the supply and return 
pipelines in past periods, respectively; τ̂ PSout and τ̂ PRout are the 
residue temperatures; τPS,in and τPR,in are the mass flow temper‐
atures at pipeline inlet in the supply and return networks, re‐
spectively; and Q is the transfer delay coefficient matrix.

Considering heat losses, outlet temperatures are revised as:

τPSout = τ̂A + λ(τ′PSout - τ̂A ) (A6)

τPRout = τ̂A + λ(τ′PRout - τ̂A ) (A7)

where λ is the heat-loss factor coefficient matrix; and τ̂A is am‐
bient temperature.
3) Law of Temperature Mixing

Mass flow at nodes is mixed by the following equations to 
determine the node temperature:

A-⊗ IT ×Ω
PSτPSout +AG⊗ IT ×Ω

GSτGS = τNS (A8)

A+⊗ IT ×Ω
PRτPRout +AD⊗ IT ×Ω

DRτDR = τNR (A9)

where AG and AD are the node-source incidence matrices and 
node-load incidence matrices, respectively; A+ = max(A,0) and 
A- = max(-A,0) represent the downstream pipelines and up‐
stream pipelines in supply networks, respectively; ΩPS, ΩPR, 
ΩGS, and ΩGR are mass factor matrices; IT is the identity matrix;
τDR is the return temperature of heat loads; τNS and τNR are the 
mixed temperatures of supply and return networks, respective‐
ly; and τPS,out and τPR,out are the mass flow temperatures taking 
into account temperature drop.
4) Inlet Temperature

Using the well-known node-branch incidence matrix A and 
the mass flow direction in supply networks as the reference di‐
rection, the topology is described as:

A = (aib )N ´M
(A10)

aib =
ì

í

î

ïïïï

ïïïï

1       bÎP +i
-1    bÎP -i
0       otherwise

(A11)

where P +i  is the set of supply/return pipelines starting/end‐
ing at node i; P -i  is the set of supply/return pipelines ending/
starting at node i; N is the cardinality of nodes in the DHN; 
and M is the cardinality of nodes in the EPN. A is divided 
into the matrices A+ = max(A,0) and A- = max(-A,0) to repre‐
sent downstream pipelines P +i  and upstream pipelines P -i  in 
supply networks, respectively. The topology of return net‐
works is presumed to be same as that of supply networks to 
simple notations. As a result, A－ and A+ represent down‐
stream pipelines P -i  and upstream pipelines P +i  in return net‐
works, respectively.

The elements of node-source incidence matrix AG =
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(aG
ig )

N ´NG

 and node-load incidence matrix AD = (aD
il )N ´ND

 are 

also defined as follows, and NG and ND are the cardinalities of 
heat sources and loads, respectively.

aG
ig = {1     g ∈Gi

0    otherwise
(A12)

aD
il = {1    lÎD i

0    otherwise
(A13)

where Gi and D i are the sets of heat sources and loads connect‐
ing to node i, respectively.

Inlet temperature of pipelines is determined by the tempera‐
ture of the starting-end node as:

AT
D⊗ IT × τ

NS = τDS (A14)

AT
G⊗ IT × τ

NR = τGR (A15)

AT
+⊗ IT × τ

NS = τPSin (A16)

AT
+⊗ IT × τ

NR = τPRin (A17)

where τDS is the supply temperature of heat loads.
5) Heat Demand

The heat exchange station is modeled as:

d = cM D( )τDS - τDR (A18)

where d is the matrix of total heat loads; and M D is the mass 
flow rate matrix of heat loads.
6) Operating Limits

The state of DHN should remain within operating limits.

-τ
NS £ τNS £ τ̄NS (A19)

-τ
NR £ τNR £ τ̄NR (A20)

where -τ
NS and τ̄NS are the lower and upper limits of mixed tem‐

perature of supply networks, respectively; and -τ
NR and τ̄NR  are 

the lower and upper limits of mixed temperature of return net‐
works, respectively.

Constrains (A1) and (A4)-(A18) are abbreviated as:

FC ( )a hC +FH ( )a hH ( )a +DH ( )a xH ( )a = fH ( )a (A21)

Constrains (A19) and (A20) are collapsed into:

-x H ( )a £ xH ( )a £ x̄H ( )a (A22)

where -x H ( )a  and x̄H ( )a  are the lower and upper limits of the in‐

ternal variable vector of the ath DHN, respectively.
Constraints (A3), (A19), and (A20) are written as:

G FC
C ( )a hC +G FC

H ( )a hH ( )a £ g FC
( )a (A23)

G FC
C ( )a =

é

ë

ê

ê

ê

ê
êêê

ê

ê

ê ù

û

ú

ú

ú

ú
úúú

ú

ú

ú-D-1
H ( )a FC ( )a

D-1
H ( )a FC ( )a

0
0

(A24)

G FC
H ( )a =

é

ë

ê

ê

ê

ê
êêê

ê

ê

ê ù

û

ú

ú

ú

ú
úúú

ú

ú

ú-D-1
H ( )a FH ( )a

D-1
H ( )a FH ( )a

I
-I

(A25)

g FC
( )a =

é

ë

ê

ê

ê

ê

ê
êê
ê
ê

ê

ê

ê
ù

û

ú

ú

ú

ú

ú
úú
ú
ú

ú

ú

ú
x̄H ( )a -D-1

H ( )a fH ( )a

D-1
H ( )a fH ( )a - -x H ( )a

h̄H ( )a

- -h H ( )a

(A26)

Detailed descriptions of FC(a), FH(a), DH(a), fH(a), G FC
C ( )a , G FC

H ( )a , 

and g FC
C ( )a  are available in [30], [31].

B. Economic Dispatch Model for EPN

According to the DC power flow model, an EPN economic 
dispatch model is established, including CHP units, thermal 
generating units, and wind farms. The objective function of 
the model is to minimize the total cost of IEHS.
1) Objective Function

 min∑
tÎ T( )∑

gÎG  TU

C TU
g + ∑

gÎG  CHP

C CHP
g + ∑

gÎG  wind

C wind
g    (A27)

where G  TU, G  CHP, and G  wind are the sets of thermal generating 
units, CHP units, and wind farms, respectively; C TU

g , C CHP
g , and 

C wind
g  are the operating costs of thermal generating units, CHP 

units, and wind farms, respectively; and T  is the set of dis‐
patch horizons.

1) CHP units
The operating cost of CHP unit g is:

C CHP
g ( pgthgt ) =cE2

g p2
gt+cH2

g h2
gt+cEH

g pgthgt+

                             cE1
g pgt+   cH1

g hgt+  c0
g     "gÎG  CHP"tÎT (A28)

where cE2
g , cH2

g , cEH
g , cE1

g , cH1
g , and  c0

g are the operating cost co‐
efficients; and pgt, and hgt are the power and heat outputs of 
unit g during period t, respectively.

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

pgt =∑
m = 1

NKg

αm
gt P m

g

hgt =∑
m = 1

NKg

αm
gt H m

g

    "gÎG  CHP"tÎ T  (A29)

ì

í

î

ïïïï

ïïïï

∑
m = 1

NKg

αm
gt = 1  

0 £ αm
gt £ 1

     "gÎG  CHPmÎ {12NKg}tÎ T    (A30)

where αm
gt is the mth extreme point of CHP unit g during period 

t; P m
g  and H m

g  are the power and heat generations at the mth ex‐
treme point of CHP unit g, respectively; and NKg is the num‐
ber of extreme point of CHP unit g.

2) Thermal generating units
The operating cost of thermal generating units g is:

C TU
g ( pgt ) =cTU2

g p2
gt+cTU1

g pgt+cTU0
g     "gÎG  TU"tÎT

 (A31)

where cTU2
g , cTU1

g , and cTU0
g  are the operating cost coefficients.

3) Wind farms
The penalty cost for wind curtailments is:

C wind
g ( pw

gt ) = σg( P̄ w
gt - pw

gt ) 2

     "gÎG  wind"tÎ T (A32)

where σg is the penalty factor in wind farm g; P̄ w
gt is the fore‐

cast output of wind farm g during period t; and pw
gt is the pow‐
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er output of wind farm g during period t.
2) Constraints

1) Active power balance∑
gÎG  TUG  CHP

pgt + ∑
gÎG  wind

pw
gt = ∑

iÎG  bus

Dit +∑(θ it - θjt )/Xij      tÎ T

(A33)

where G  bus is the set of buses; Dit is the power load of bus i 
during period t; θit is the phase angle of bus i during period t; 
and Xij is the reactance between bus i and bus j.

2) Spinning reserve constraints

pgt + rugt £ P̄g    "tÎ TgÎG  TU (A34)

pgt - rdgt ³ -P g    "tÎ TgÎG  TU
(A35)

ì

í

î

ïïïï

ï
ïï
ï

∑
gÎG  TU

rugt ³ SRup

∑
gÎG  TU

rdgt ³ SRdown
    "tÎ T (A36)

ì
í
î

ïï

ïï

0 £ rugt £RAMP up
g × Dt

0 £ rdgt £RAMP down
g × Dt

    "tÎ TgÎG  TU (A37)

where rugt and rdgt are the upward and downward spinning re‐
serve capacities of generation unit g during period t, respec‐
tively; 

-
P g and -P g are the upper and lower limits of generation 

of CHP units and thermal generating units, respectively; SRup 
and SRdown are the upward and downward spinning reserve de‐
mands during period t, respectively; and RAMP up

g  and 
RAMP down

g  are the upward and downward ramp rates of genera‐
tion unit g, respectively.

3) Ramping limits
-RAMP down

g × Dt £ pgt - pgt - 1 £RAMP up
g × Dt  

  "gÎG  TUG  CHPtÎ T (A38)

4) Power network constraints

-Pij £(θ it - θjt )/Xij £Pij    "tÎ T (A39)

θreft = 0 (A40)

where θreft is the phase angle reference bus during period t.
5) Output limits
CHP units and thermal generating units are subject to oper‐

ating limits.

-P g £ pgt £ P̄g    "gÎG  CHP"tÎ T (A41)

6) Generation capacity
Generation should not exceed its capacity.

0 £ pw
gt £ P̄ w

g       "gÎG  wind"tÎ T (A42)
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