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Communication-aware Restoration of Smart 
Distribution Grids Based on Optimal 

Allocation of Resilience Resources
Youba Nait-Belaid, Yiping Fang, Zhiguo Zeng, Patrick Coudray, and Anne Barros

Abstract——Although power grids have become safer with in‐
creased situational awareness, major extreme events still pose 
reliability and resilience challenges, primarily at the distribu‐
tion level, due to increased vulnerabilities and limited recovery 
resources. Information and communication technologies (ICTs) 
have introduced new vulnerabilities that have been widely inves‐
tigated in previous studies. These vulnerabilities include remote 
device failures, communication channel disturbances, and cyber‐
attacks. However, only few studies have explored the opportuni‐
ty offered by communications to improve the resilience of pow‐
er grids and eliminate the notion that power-telecom interdepen‐
dencies always pose a threat. This paper proposes a communica‐
tion-aware restoration approach of smart distribution grids, 
which leverages power-telecom interdependencies to determine 
the optimal restoration strategies. The states of grid-energized 
telecom points are tracked to provide the best restoration ac‐
tions, which are enabled through the resilience resources of re‐
pair, manual switching, remote reconfiguration, and distributed 
generators. As the telecom network coordinates the allocation 
of these resilience resources based on their coupling tendencies, 
different telecom architectures have been introduced to investi‐
gate the contribution of private and public ICTs to grid man‐
agement and restoration operations. System restoration uses the 
configuration that follows a remote fast response as the input to 
formulate the problem as mixed-integer linear programming. 
Results from numerical simulations reveal an enhanced restora‐
tion process derived from telecom-aware recovery and the co-
optimization of resilience resources. The existing disparity be‐
tween overhead and underground power line configurations is 
also quantified.

Index Terms——Smart grid, smart distribution grid, distribu‐
tion system restoration, cyber-physical system, resilience, co-op‐
timization, information and communication technology (ICT), 
mixed-integer linear programming (MILP).
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Set of crews

Set of candidate nodes to receive a distrib‐
uted generator (DG) and set of nodes that 
DG placement crews visit (candidate 
nodes and depots)

Set of depots

Set of damaged power lines

Sets of damaged overhead and under‐
ground lines

Set of nodes of damaged lines and depots

Set of DG placement crews

Sets of all lines and underground lines

Sets of auto-reclosing and circuit-breaking 
lines

Sets of manual and remote switchable lines

Set of all power nodes

Set of neighbor nodes of node j

Set of neighbor manual lines of line l

Sets of repair and manual switching crews

Set of high-voltage (HV)/medium-voltage 
(MV) substations (SSs)

Set of utility-owned access points

Sets of fixed and wireless access points

Weighting coefficients

Non-supplied load, switching, repair, manu‐
al-switching, and DG placement costs

Number of crews

The maximum energy storage of battery at 
node i

Binary parameter that equals 1 if telecom 
point i fails, and 0 otherwise
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C. Variables
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Number of nodes (damaged lines and de‐
pots)

DG placement time at bus g

Large number

Active battery discharging power of node i

Total active, reactive, and apparent power 
demands

The maximum active and reactive DG 
power 

Resistance and reactance of line (ij)

Demand of repair resource from faulted 
line l

Repair resource available at depot dp

Repair time and manual switching time of 
faulted line l

Binary parameter that equals 1 if i is an 
SS, and 0 otherwise

Number of restoration time steps

Travel time from l to m (depot, line, or 
bus)

1 if line l = (ij) is available at time t, and 
0 otherwise

1 if bus i is available at time t, and 0 oth‐
erwise

1 if a DG is available at bus i at time t, 
and 0 otherwise

Arrival time of crew k to damaged line l

1 if battery at bus i is not empty at time t, 
and 0 otherwise

Binary variables describing crew k travel‐
ing from l to m and crew k visiting l

1 if power flows on line l = (ij) at time t, 
and 0 otherwise

Energy storage of battery at node i at 
time t

1 if bus n is under DG-placement by crew 
k of depot dp at time t, and 0 otherwise

1 if line l is under manual switching by 
crew k of depot dp at time t, and 0 other‐
wise

1 if switch on line l = (ij) is closed at time 
t, and 0 otherwise

Active and reactive power flows of line l =
(ij) at time t

Losses of active and reactive loads at node 
i at time t
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D. Vectors
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Active and reactive DG power at node i at 
time t

1 if line l is under repair by crew k of de‐
pot dp at time t, and 0 otherwise

1 if the telecom service of an SS i is avail‐
able at time t, and 0 otherwise

1 if directed switch on line l = (ij) is 
closed at time t, and 0 otherwise

1 if the telecom service from operator’s 
access point i is available at time t, and 0 
otherwise

1 if electricity supply for operator’s access 
point i is available at time t, and 0 other‐
wise

1 if telecom service from utility-owned ac‐
cess point i is available at time t, and 0 
otherwise

Voltage magnitude at node i at time t

Linearization binary variables

1 if bus i is energized at time t, and 0 oth‐
erwise

1 if a DG is connected at bus i at time t, 
and 0 otherwise

Vector of availabilities of power buses, 
lines, or DGs

Vector of all intervention crews

Vector of power flow directions

Vector of state-of-charge and depletion sta‐
tus of batteries

Vector of electrical quantities (active/reac‐
tive power and node voltages)

Vector of switch statuses

Vector of electrical and telecom statuses of 
all telecom points

Vector of linearization variables

Vector of connectivities of buses to power 
grid or DGs

I. INTRODUCTION

IN the face of adversity posed by extreme events such as 
natural disasters, cyber-physical intrusions, and human er‐

rors, smart grids adhere to stringent standards of supply qual‐
ity and service continuity. As a result, all stakeholders are 
committed to enhancing the reliability and resilience of the 
power grid [1]. Resilience is a multi-faceted concept that in‐
cludes proactive planning, robustness, damage evaluation, 
and grid restoration [2], [3]. In contrast to the cost-prohibi‐
tive hardening measures [1], [4], operational interventions 
during the restoration phase present significant potential for 
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bolstering resilience. This involves restoring the power grid 
to an acceptable level of functionality as swiftly and with as 
little societal disruption as possible. The methodologies for 
achieving this goal have advanced from rule-based expert 
systems to heuristic approaches (including genetic algo‐
rithms and fuzzy logic), mathematical optimization, and the 
application of artificial intelligence (AI) techniques [3], [5].

Recent studies have introduced resilience-based optimiza‐
tion for grid restoration. Given their pivotal role, transmis‐
sion networks have been at the forefront of these endeavors, 
serving as the backbone of power grids [6], [7]. Neverthe‐
less, the proliferation of grid-integrated applications such as 
renewable energy sources, electric vehicles, and smart me‐
ters, along with the widespread adoption of information and 
communication technologies (ICTs) and the intrinsic suscepti‐
bilities of smart distribution grids (SDGs), has necessitated 
rigorous examinations of restoration optimization at the dis‐
tribution level [8]. Therefore, even if the insights from the 
present research can be effectively applied to transmission 
grids and other industrial cyber-physical systems, this paper 
focuses on smart distribution grids by considering advanced 
operational aspects of radiality, switching, and power balanc‐
ing.

Current approaches for distribution system restoration 
(DSR) have ranged from single-resource optimization in the 
power grid to multi-resource co-optimization in interdepen‐
dent systems. Investigated resources have primarily included 
reconfiguration switches, intervention crews, and mobile 
power storage. Reference [4] focused on the fast response of 
the power grid using remotely controlled switches (RCSs). A 
unified two-stage optimization model was constructed, start‐
ing from proactive RCS allocation and followed by remote 
reconfiguration. A two-stage remote and manual switching 
was considered in [9], where an initial mixed-integer linear 
programming (MILP) formulation describes feeder reconfigu‐
rations with DG-assisted grid-forming, prior to a similar opti‐
mization approach being used to find the optimal sequence 
of switching operations.

For multi-resource DSR optimization, [10] modeled the 
routing and scheduling of crews to disrupted components by 
using two MILPs corresponding to the cases of ① full-re‐
pair requirements prior to reconnection and ② possible par‐
tial operation. Some studies have considered dynamic pro‐
gramming [11], Markov decision processes [12], and rein‐
forcement learning [13] as promising means of overcoming 
computation and scalability issues related to models of large-
scale real-world power grids. However, mixed-integer pro‐
gramming (MIP) approaches have been predominantly used 
in the co-optimization of multiple resilience resources to 
achieve faster crew interventions with microgrid formation 
capabilities. Reference [14] coordinated the resilience strate‐
gies for repair crew (RC) dispatch, distributed generator 
(DG) placement, and reconfiguration. An MILP was formu‐
lated based on power flow, routing, and scheduling con‐
straints to optimize the served load and the restoration time. 
Based on similar objectives and resources while using vertex-
wise routing instead of the edge-wise approach, [15] con‐
structed an MIP for optimal DSR in minimal time. The prob‐
lem is convexified and linearized equivalently, then reduced 

by pre-assigning damage and DG candidates to depots. The 
co-optimization approach was extended in [16] to encompass 
damage assessment for a comprehensive DSR analysis. The 
designed framework brings crew schedules and reconfigura‐
tion to the damage assessment stage, resulting in a dynamic 
update of the restoration schedules as failures are revealed. 
All these recent contributions to DSR analysis are compre‐
hensive and address many aspects related to restoration mod‐
eling for single- and multi-resource problems with various 
constraints and scalability issues. However, none of them 
have considered the omnipresent power-telecom interdepen‐
dencies.

DSR invokes many power-telecom interdependent func‐
tions from outage management and wide-area monitoring, 
protection, and control systems, e. g., volt/var control, fault 
location, isolation, and service restoration (FLISR), and inter‐
vention workforce management [4], [17], [18]. According to 
[19], these power-telecom interdependencies can be seized 
by extending the optimal power flow model to include the 
information flow. Due to prevailing event-driven communica‐
tions, the resulting integrated model is nonconvex and high‐
ly nonlinear. A similar complexity was observed in [20], 
wherein a cyber-constrained power flow model was devel‐
oped to evaluate and enhance power grid resilience, then a 
bi-level linear programming exact reformulation was used to 
solve the problem. Reference [21] investigated the status of 
the telecom service (TS) by coordinating repair and reconfig‐
uration alongside the deployment of emergency communica‐
tions. However, the power supply effect on feeder terminal 
units (FTUs) is considered only before the batteries were de‐
pleted, without prioritizing the recovery of nodes from 
which FTUs were initially supplied. An emergency deploy‐
ment of communication systems was initiated, considering 
solely the impact of telecommunications on the power grid, 
while the reciprocal influence of the power grid on commu‐
nication networks was set aside. Reference [22] presented a 
fine-grained description of the power-telecom interdependen‐
cies using a discrete-event evaluation methodology. Howev‐
er, backup power supplies such as batteries in communica‐
tion devices were not modeled, making the analysis of the 
impact on the restoration process incomplete. The recent 
study in [23] quantified the effects of power supply reliabili‐
ty on the backup time of a 5G base station, with the goal of 
establishing situational awareness of the ability of base sta‐
tion backup energy to participate in emergency power supply 
to the distribution grid. However, the considered approach 
did not model the dependency of the power grid on the tele‐
com service from 5G base stations.

These cutting-edge studies have considered one-way or no 
power dependence on communications, effectively narrowing 
the scope of the telecom network to its cyber layer alone. 
By contrast, practical evidence strongly demonstrates the im‐
portance of the physical layer of a telecom network, which 
can be affected by either physical damage or a shortage in 
the power supply [24]. In addition, no previous DSR contri‐
bution has considered underground lines, which differ from 
overhead lines in terms of failure isolation [25]. To bridge 
these gaps, this paper considers both the cyber and physical 
layers of the telecom network, allowing to capture two-way 
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power-telecom interdependencies: the distribution grids de‐
pend on telecom networks to control switches and communi‐
cate with intervention crews, whereas telecom assets depend 
on the power supply from the distribution grid or backup bat‐
teries to maintain the operating state. A telecom-aware co-op‐
timization is utilized to solve the DSR problem, with novel 
contributions outlined as follows.

1) The proposed restoration approach adeptly encapsulates 
the bidirectional interdependencies between power and tele‐
communications, along with the intricate coupling among 
restoration resources and the dynamics within the public-pri‐
vate telecom sectors.

2) A co-optimization is formulated to seek the optimal 
DSR strategies by leveraging the information on the avail‐
ability of telecom assets and their power supply.

3) Various grid architectures are considered by the two 
broad families of overhead and underground lines, demon‐
strating the minimal model changes for configuration evolu‐
tion.

4) A simplified formulation is used for radiality condi‐
tions, and a realistic multi-feeder network is constructed to 
validate the proposed restoration approach.

The remainder of this paper is organized as follows. Sec‐
tion II introduces the system model and proposed restoration 
approach. Section III presents simulations and numerical re‐
sults. Section IV provides the conclusion of this paper.

II. SYSTEM MODEL AND PROPOSED RESTORATION APPROACH

Distribution grids are meshed by design but operate radial‐
ly to limit the propagation of faults by opening switches dur‐
ing normal operation (called tie switches). The term “fail‐
ure” is used interchangeably with fault, damage, outage, and 
incident to indicate the unavailability of a component due to 
an exogenous event. Figure 1 summarizes the interactions be‐
tween the intra- and inter-domain components under four 
main actions: power supply, TS, repair/isolation, and DG 
placement (where each arrow originates from an entity pro‐
viding the action/service and ends at a targeted entity).

Following the outbreak of an extreme event, the fast re‐
sponse reconfigures the network by maneuvering the RCSs, 
relying on prior knowledge about the structure and operation 
of the grid as well as monitoring information. The entire pro‐
cess is conducted within a few minutes of the surge and typi‐
cally allows for a partial restoration. The fast response com‐
prises three phases. ① Automatic isolation: circuit breakers 
(CBs) associated with the affected feeders are automatically 
opened to protect the high-voltage (HV)/medium-voltage 
(MV) substations (SSs). Some overhead feeders contain auto‐
matic circuit reclosers (ACRs) that can limit the affected 
zone. ② Remote isolation: the wide automatically isolated 
zone is reduced by opening RCSs. Data from fault detectors 
are used to localize failures and open RCSs wherever they 
allow the isolation of nodes from damaged zones. ③ Recon‐
figuration: the achieved isolation is leveraged to restore 
loads. The topological, power flow, and zone isolation condi‐
tions are verified prior to any reconfiguration of the net‐
work. Please refer to [4] and [9] for more details on the fast 
response.

Following the initial response, the SDG achieves a limited 
recovery that must be complemented by multiple resources: 
remote/manual switching, RCs/manual-switching crews 

(MCs), and DGs. An MILP formulation is proposed to co-op‐
timize restoration resources, where the optimal combination 
of resilience resources, subject to topological, operational, 
and interdependency constraints, is sought. Co-optimization 
is motivated by the tight coupling of the considered resourc‐
es. For instance, an intervention crew finishing a repair at a 
given line must inform the control center that the latter may 
execute a reconfiguration using switches before it commands 
the crew to reconnect the repaired segment. Similarly, mi‐
crogrids formed using DGs combine the tasks achieved by 
specialized intervention crews and network reconfiguration 
by manual and remote switches. A complementarity also ex‐
ists between the repair and placement of DGs, as zones that 
receive DGs can most likely afford the delayed repair, which 
allows other zones to be prioritized, and vice versa.

Inter-resource coupling is even more appealing when ICTs 
are recognized as vectors of coordination. Unlike the fast re‐
sponse, in which telecom points are affected only by direct 
failures, power shortages affect major telecom points after 
the depletion of batteries. Therefore, the DSR stage deals 
with bidirectional power-telecom interdependencies, where 
ICTs are dependent on the power grid for power supply, and 
the power grid is dependent on ICTs for controlling field as‐

Power domain; Telecom domain; Resilience resource

MV bus
Load

(customer)
Telecom assets

(fixed or wireless)

from telecom operator

Remote switch

CB

Manual switch

Power

supply

Control center
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Telecom service
Telecom service

Telecom service

Telecom service

Power supply

Power supply

DG placement
Utility-owned

telecom assets

MV line

HV/MV substation
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Intervention crews

Repair/

manual
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Fig. 1.　Summarized interactions between intra- and inter-domain components.
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sets and coordinating restoration strategies. The information 
provided to the DSR stage (t = 0) includes remote reconfigu‐
ration from the first response and outage diagnoses. This is 
organized as a record of identified damages, estimation of 
travel/repair time, and indication of the accessibility of dam‐
aged sites.

A.　Zone-separation Constraints

Three zones can be distinguished during an event. 
1) Damaged zone: part of the grid where the initial failure 

occurs and that sustains subsequent damage due to failure 
propagation.

2) Out-of-service safe zone: part of the grid initially in‐
cluded in the damaged zone but that could be isolated from 
damage using switches. Elements in this zone wait for recon‐
nection to the grid.

3) Supplied safe zone: part of the grid that is safe from 
damage and energized. 

Figure 2 presents the fault propagation of two widely used 
topologies for overhead and underground lines, respectively. 
For overhead lines, only one switch is present at each line 
between two nodes (buses); thus, the tightest isolation can 
be achieved by opening the switches of neighboring lines. 
However, for underground lines, switches are often posi‐
tioned on each side of a node, allowing for better isolation 
by opening both sides of the damaged line.
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Constraint (1) ensures that damaged zones are not connect‐
ed to safe (supplied or out-of-service) zones. This is guaran‐
teed by the requirement for open lines between safe and 
damaged zones. A connection between supplied and out-of-
service zones is possible. From (2) and (3), a power bus can 
be restored if no neighboring overhead or underground line 
is damaged (aijt = 0) or if it is isolated from a neighboring 
underground line. The variable swijt is directed because it 
represents the switch closest to node i, and swjit is the 
switch closest to node j in underground lines. By contrast, 
the undirected variable swlt is used when direction is not re‐
quired. Constraints (4) - (6) state that an underground line is 
closed only when both switches are closed and is open other‐
wise. Except for constraints (3) - (6), the undirected variable 

swlt is used throughout the model to represent the state of 
line l = (ij).

B.　Radiality Constraints

A novel formulation is adopted to guarantee the radiality 
of the power grid:
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Constraint (7) imposes a unidirectional power flow while 
capturing the existence of unsupplied closed lines in dam‐
aged zones. This fact is missed in all the reviewed studies, 
as the equality sign in (7) would mean that energizing (de-
energizing) a line is equivalent to closing (opening) it. Then, 
(8) and (9) state that for all t, a line out of the damaged 
zones is safely energized as soon as it is closed. Note that 
the damage in a line is represented by the failure of directly 
connected nodes, implying that both failed-open and failed-
closed events can be considered.

Constraint (10) prohibits the power flow into HV/MV SSs 
or nodes with a DG source and indicates that any other bus 
has at most one parent node. If the parent node does not sup‐
ply power to the considered node i, or i is neither an SS nor 
a DG, then no downstream flow is possible from node i, as 
encoded in (11). The placement of DGs to form islanded 
zones (or microgrids) is anticipated by (10), and the result‐
ing topology is a spanning forest, similar to the case of a 
multi-SS power grid. This construction enables the formation 
of out-of-service islands.

C.　Power Flow Constraints

The LinDistFlow model is used to represent the power 
flow for all loads.∑
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Constraints (12) and (13) express the power balance of 
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(a)

(b)

h i j k

swi,hswh,i swi, j swj,i swj,k swk,j

Fig. 2.　Fault propagation of two widely used topologies for overhead and 
underground lines. (a) Overhead. (b) Underground.
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each bus. The difference in the node voltages is given in 
(14) in terms of power and impedance quantities (vit is used 
here for linearization purposes, as it is the square of the actu‐
al node voltage). Constraints (15) and (16) limit the power 
capacity of closed lines, whereas (17) bounds the bus volt‐
age. Unsupplied power is restrained by (18) and (19).

D.　Telecom Constraints

Grid operators use public and/or private communications 
for DSR and other grid applications [26] - [28]. Public ICTs 
range from wired (fiber-optic, copper: PSTN, xDSL) to li‐
censed (GSM, CDMA, LTE, 5G, etc.) and unlicensed (WiFi, 
LoRa, SigFox, etc.) wireless technologies [29].

Distribution system operators (DSOs) subcontract telecom 
operators to provide and manage the access and core infra‐
structure that enable SSs, field devices, and crews to connect 
to the control center and other central functions (DSO data‐
centers, procurement centers, billing systems, etc.). This sub‐
contracting relationship has the advantages of reduced opera‐
tional costs, wide coverage, and specialized support from ex‐
perienced telecom teams. An alternative is to deploy a pri‐
vate network managed by a DSO to cope with privacy and 
congestion issues in public ICTs. Unfortunately, this imposes 
limitations such as a narrow bandwidth (i. e., reduced data 
rate), high operating expense (OPEX), niche technology, and 
very restricted ecosystem. These technologies encompass pow‐
er line communications (PLCs), for which the DSO already 
has the basic infrastructure and private mobile radio (PMR) 
communications, operating in a dedicated frequency band.

A hybrid setting can be a good compromise between the 
advantages and disadvantages of public and private commu‐
nications, where great flexibility exists for selecting a tech‐
nology that meets the requirements of a given grid applica‐
tion [26]. The constraints described provide an example of a 
hybrid architecture that can be captured by the proposed res‐
toration approach, where a utility-owned ICT infrastructure 
is combined with telecom operator services. The hierarchical 
setup of telecom networks is illustrated by a wide area net‐
work (WAN) and a core network that provide services to 
public and private access points (APs), which in turn serve 
as grid assets. Therefore, in addition to connecting the RC‐
Ss, crews, and SSs, other communication components are 
modeled as follows.

1) Private or utility-owned APs (U-APs): these are major 
DSO assets equipped with large batteries. Each U-AP has a 
primary fixed (wired) link and a secondary wireless link in 
the case of a hybrid configuration. U-APs can provide RCSs 
and intervention crews with the requested TSs.

2) Telecom operator fixed APs (F-APs): these serve DSO 
assets (HV/MV SS and RCSs) in a public configuration, and 
can be a primary link for U-APs in a hybrid configuration. 
The battery can last for several hours.

3) Telecom operator wireless APs (W-APs): these serve 
the DSO assets (HV/MV SS and RCSs) in a public configu‐
ration and can be a secondary link for U-APs in a hybrid 
configuration. The battery can last for several hours.

The upper layer that serves the APs is called the core net‐
work, which collects, processes, and transmits data through 
technology-dependent aggregation points, location registers, 

and gateways. Some requests can be routed directly at the 
core level, whereas in the case of DSR, other requests resort 
to the central functions of power grid such as the control 
center. The core network connects to the WAN of the utility, 
which is a collection of routers, switches (communication 
switches), and various networking equipment that grant ac‐
cess to grid functions and applications. The criticality associ‐
ated with WANs has caused most power operators to deploy 
their own networks, which may or may not be handed over 
to a tier telecom operator for management [27]. In this pa‐
per, the core network and WAN are assumed to operate per‐
fectly to concentrate on the effects of more vulnerable 
APs [30].
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The cross sign between different sets is used to represent 
the indexed sets in which only meaningful elements are eval‐
uated. In other words, W ´ S does not contain all possible 
two-dimensional ( ji) combinations formed by the elements 
of the two sets but includes only the valid pairs formed by 
an SS iÎ S connected to a W-AP jÎW.

In (22), the summation over all W-APs associated with SS 
i shows the redundancy offered by W-APs, which is not 
found in fixed networks (dedicated wired links). The TS 
available to an HV/MV SS depends on the availability of ei‐
ther an F-AP or a secondary W-AP. Although common, this 
is a generic choice for connecting SSs, and (22) is easily 
adaptable to other technologies. A hybrid public/private tele‐
com architecture in which private assets eventually send and 
receive data through public networks is expressed in (23). 
Constraints (24) and (25) emphasize that the TS is available 
only when the power supply is guaranteed by the power grid 
or backup batteries. In this case, the HV/MV SSs and U-
APs will not necessarily fail but will operate in blind mode.

In (26), the binary variable bit is linked to Eit to indicate 
whether the battery of the AP i is empty (bit = 0). Equation 
(27) binds the state-of-charge (SoC) of the battery using the 
minimum and maximum capacities. The battery discharge, as 
in (28), includes power pdisc

i  and has a quadratic component 
ye

itbit, which is easily linearized using a binary variable w1
it 

(product of two binary variables).
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E.　Routing and Scheduling Constraints

Damage assessment is conducted by diagnostic crews, he‐
licopter-transport teams, and aerial drones [8], with the pur‐
pose of data collection and the precise identification of dam‐
age sites. This process is instrumental in estimating key pa‐
rameters such as repair durations, travelling time, and the 
necessary allocation of resources. The DSO exploits the gath‐
ered information to organize operations by allocating resourc‐
es and providing timelines and travel paths. This is de‐
scribed by the well-known routing and scheduling problem 
[31]. For the DSR problem, the depots and damaged lines 
are the nodes connected with road paths that are seen as edg‐
es, and the aim is to determine the sequence of locations for 
each crew to visit while minimizing the overall restoration 
time. The vehicle routing problem (VRP) has been adopted 
in many recent studies [14], [16] to model the dispatch of 
RCs and/or DG placement. Given that tasks such as manual 
switching, repairs, and DG placement are executed at the 
sites of damage, and considering the interdependencies be‐
tween intervention crews, ICTs, and switches at these nodes, 
the edge-centric approach traditionally used in the VRP is 
less suitable for addressing the complexities of the DSR 
problem.

We adopt the node-centered approach proposed and dem‐
onstrated in [15] to bypass the issues of transportation-grid 
coupling and their different timescales. Let c be a binary 
variable representing a crew k visiting node l at time t. Spe‐
cifically, c = rc represents an RC, c =mc represents an MC, 
and c = gc represents a DG placement crew (labeled as GC). 
Variable ck

lt provides the same information in the present 
model as ck

lm, ck
l , and AT k

l  used in [14] and [16]. Still, the 
number of variables is comparable between ck

lt with 
||C || F dp ||T  elements and the edge-centered approach that ne‐

cessitates |C | || F dp 2
+ ||C || F dp  elements. The squared term in‐

dicates that the edge-centered approach grows fast with an 
increase in the handled failures, whereas the node-centered 
approach grows slower with the number of damages, and de‐
pends on the number of time steps that is usually limited by 
other parts of the global model. The form ck

lt from [15] is ex‐
tended here to cdpk

lt  to indicate that each crew k is linked to a 
given depot dp and to integrate the widely used problem re‐
duction techniques that pre-assign damage and DG candi‐
dates to depots [14], [15].
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According to (29), a crew is at a maximum of one node 
(a damaged line or depot) at any given t, and traveling time 
of at least TT rc

lm and TT mc
lm  would be required for an RC and 

MC, respectively, to go from l to m. From (30), no isolation 
crew can visit an incident lÎF at any t after being visited 
by an RC. Constraint (31) shows that a line is repaired when 
an RC and MC spend sufficient time at the node, starting 
with MTl to manually isolate the damaged site and then RTl 
for the repair, before spending MTl in reconnecting the re‐
stored line. RCs can perform manual switching. A depot can 
handle only a limited amount of damage (32). In (33), the 
damaged line is in one of the four following states at any 
time step: not yet visited, in isolation, under repair, or re‐
solved.
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Unlike the routing of RCs and MCs, GCs must return to 
the depot after completing each task. This is based on the as‐
sumption that the considered DGs are truck-mounted and 
bulky, requiring an entire team for transport and installation. 
In (34), a crew is at a maximum of one node (a DG candi‐
date or depot) at any given time t. The traveling time of at 
least TT gc

n0 is required between a node n and its depot (0 is 
used to indicate that a crew is returning from or heading to 
its depot). Constraint (35) enforces that no direct paths be‐
tween the DG candidates are allowed. A DG is placed after 
a crew spends at least a placement time GTn at a site n, as 
indicated in (36). From (37), a candidate node either has yet 
to be visited, is undergoing DG placement, or has a DG in‐
stalled.

F.　Interdependency Constraints

The first power-telecom dependence is revealed in (24) as 
the power grid energizes APs, making the TS available only 
when the physical equipment is up and running. Executing 
commands received by power grid assets presents another 
power-telecom dependence, where the power flow is regulat‐
ed by the applied controls.
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Before switching, a line must be available for connection, 

533



JOURNAL OF MODERN POWER SYSTEMS AND CLEAN ENERGY, VOL. 13, NO. 2, March 2025

which is conditioned in (38) by the status of the communica‐
tion AP. Constraint (39) implies the dependence of RCSs 
and ACRs on TSs from U-APs. From (40), a CB operates 
only when TSs from an SS are available. The nonlinear 
square terms in (39) and (40) are easily linearized.
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The interdependencies are also manifested between resil‐
ience resources. Constraints (31) and (36) already express 
that a line and DG are not operable unless the missioned 
crews have completed their tasks. In addition, the closest 
manual lines are first opened for the best isolation and then 
closed after task completion (41). The dependence of U-APs 
on public ICTs is represented in (23), which can be expand‐
ed to model other dependencies based on chosen hybrid ar‐
chitectures.

For applicability to DSR, such as the exchange of assets 
and real-time data on the state of mutually supplying nodes, 
this interdependency analysis requires close collaboration be‐
tween power and telecom operators [32]. In addition to im‐
proving utility restoration operations, the proposed restora‐
tion approach can inform continuous inter-operability stan‐
dardization efforts within international bodies [33], [34].

G.　Objective Function

During an extreme event, it is the primary goal of a utility 
to recover power supply as quickly as possible to the maxi‐
mum number of clients. In this paper, supplied power (or, 
conversely, unsupplied power) is adopted as a performance 
measure and used in the objective function of the formulated 
MILP problem. This is in addition to costs related to de‐
ployed resilience resources.
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DSOs do not spare restoration efforts because of pressure 
from governments, regulatory bodies, public opinion, and op‐
erator commitment. Thus, the weighting coefficients are in‐
terrelated such that α β and α γ, meaning that costs are 
only significant in cases of equivalent performance of resto‐
ration strategies. Switching costs are introduced because no 
change in the configuration is desired unless there is a gain 
in the restored power or damage isolation. Csw is considered 
the same for all operated switches, and a binary variable wlt 
is introduced for the linearization of | swlt - swlt - 1 |.

swlt - swlt - 1 £wlt    "lÎ L"t (43)

swlt - 1 - swlt £wlt    "lÎ L"t (44)

where | swlt - swlt - 1 | equals 1 if the switch at line l is tog‐

gled (opened or closed) at t; otherwise, it equals 0.

III. SIMULATIONS AND RESULTS

Multi-feeder systems are constructed to validate the pro‐
posed restoration approach. Per-phase analysis is run in 20 
kV balanced grids. We set α = 10, β = 0.1 γ = 0.1 C ns

i = 0.5 
C e

i = 1 C sw
i = 0.1 C rc

i = 3 C mc
i = 1 and C gc

i = 1.5. The model is 
implemented in Pyomo and solved using CPLEX on a comput‐
er with an Intel Core i7 (2.5 GHz) and 32 GB of RAM.

A.　DSR in a 36-bus System

Figure 3 shows a 36-bus system with a total demand of 
1305 kW and service telecom points, where U1-U3 represent 
U-APs; nodes SS1, SS2, and SS3 denote the HV/MV SSs; and 
the remaining nodes are the MV buses energizing the power 
loads, namely F-APs (X1 and X2) and W-APs (W1 and W2).  
The buses supplied by each feeder have a supply path from 
the associated SS (through green lines) and tie switches 
(dashed dark lines) to form inter-connections between the 
feeders. This is the nominal configuration from the grid plan‐
ning stage, which is beyond the scope of this paper. We con‐
sider two configurations: full overhead (all lines are over‐
head) and hybrid overhead-underground (some lines are un‐
derground). Table I summarizes the types of sets and power 
lines, and delineates the underground lines used in the fol‐
lowing analysis, where the number of overhead lines is kept 
higher to comply with the proportions in real distribution 
grids [25].

A scenario of eight instances of damage is considered, 
with seven affected power lines and one telecom AP (X1 
damaged during the entire period). Following the occurrence 

TABLE I
TYPES OF SETS AND POWER LINES

Set

Lcb

Lar

Lr

Lm

Lu

Power line

1-4, 1-6, 1-8, 2-15, 2-17, 2-19, 3-26, 3-28, 3-30

19-20

8-9, 22-35, 20-22, 14-33, 23-24, 31-33, 12-13, 10-24, 5-18, 9-11, 
11-25, 20-21, 4-5, 26-27, 30-31, 13-32, 7-27, 21-36, 19-23, 19-29

9-10, 30-34, 30-36, 6-7, 31-32, 17-18, 28-29, 8-12, 8-14, 34-35, 
19-25, 15-16

1-6, 6-7, 9-10, 19-23, 23-24, 30-31, 31-32, 30-36
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Fig. 3.　36-bus system with a total demand of 1305 kW and service tele‐
com points.
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of events, the total supplied power drops from 100% in the 
initial phase to 29.5% after degradation, then increases with 
the RCS-based reconfiguration. As expected, the hybrid over‐
head-underground grids perform better than the full-over‐
head grids with 48.66% and 42.91% of the supplied power, 
respectively. Nevertheless, both cases are far from accept‐
able levels of restoration due to the limited improvement 
brought by remote switches. Thus, the distribution operators 
append other resources to subsequent restoration steps.

The resulting grid configuration is considered as the initial 
state (t = 0) of the restoration process for which a time step 
of 1 hour is used. Under the distance-based optimization 
model described in [35], damages in Lines 2-17, 20-21, and 
23-24 are pre-assigned to depot 1 (DP1), with the remaining 
damage assigned to depot 2 (DP2). Similarly, for safety, can‐
didate buses for DG reception are set such that they are not 
directly connected to damaged lines, and then DP1={36} and 
DP2={14, 18, 22}. RCs, MCs, and GCs are initially located 
at the depots. DP1 is set as {RCMCGC}={211}, whereas 
DP2 is {RCMCGC}={211}. The travelling time is propor‐
tional to the distance between a depot and the damaged area 
or between two damaged areas, and MCs are twice as fast as 
RCs and GCs. Repair, manual-switching, and DG placement 
are selected for all lines for durations of two hours, one 
hour, and one hour, respectively. All crews depart from the 
depots. Without loss of generality, utility-owned APs are as‐
sumed to possess large batteries, whereas possible supply 
shortages can be experienced by public communications de‐
spite the battery storage duration being set to three hours in 
this instance. Damage to the telecom AP should be handled 
by the telecom operator, as the DSO repair strategy is limit‐
ed to grid assets. The RCSs and intervention crews connect 
to the closest U-APs and CBs to their SSs. The U-APs and 
SSs are connected to the closest F-APs and W-APs.

A preliminary simulation is conducted to confirm the intui‐
tive statement, which is well-verified in previous studies, 
that co-optimization achieves a better performance than non-
cooperative approaches. Considering perfect communications 
(Case 1), we obtain a 12% gain in the total supplied load us‐
ing the proposed co-optimization (as compared with the first 
case of separate optimization problems for reconfiguration 
and crew schedules [14]) and a 9% gain in a second case of 
co-optimization of the reconfiguration and RCs/MCs (with‐
out DGs).

Next, to quantify the criticality of TSs in the SDGs, a tele‐
com-agnostic case is constructed (Case 2). This corresponds 
to a scenario in which restoration decisions are made with‐
out giving special attention to the status of telecom points. 
To accomplish this, the problem is solved first under perfect 
communications (Case 1). Then, the obtained solution of 
crew allocation (sequence of dispatching crews) is used as a 
parameter to solve the formulated problem for the remaining 
variables of telecom and switch states as well as power quan‐
tities. The proposed restoration approach, which leverages 
the state of the telecom points to find a restoration strategy, 
is referred to as telecom-aware (Case 3).

The evolution of the supplied power during the DSR stage 
in the three cases is shown in Fig. 4, where “O” and “U” 
describe the full-overhead and hybrid overhead-underground 

configurations, respectively. The co-optimization is solved 
within 1.25 s for Case 2 and 21 s for Case 3, respectively. 
Clearly, the hybrid configuration outperforms the purely 
overhead configuration in all three cases because of the ad‐
vanced isolation capabilities of the underground networks. 
These results should be interpreted carefully, as the costs of 
manual switching and repair are assumed to be equal for un‐
derground and overhead networks in the conducted simula‐
tions, which may not be valid given that underground inter‐
ventions are complex and time-consuming. Thus, tight isola‐
tion helps improve the level of restoration. However, the 
cost of introducing enhanced isolation should be considered 
in the future.

For the hybrid configuration, the ideal case of perfect 
communication achieves the best restoration compared with 
Cases 2 and 3 but can be described as overly optimistic be‐
cause the ICTs are not perfect and undergo many failures. 
Cases 2 and 3 are more realistic because they include tele‐
com failures, which are exploited in the proposed restoration 
approach (Case 3) to orient restoration choices and achieve a 
better recovery than that in Case 2, which does not link re‐
source allocation to the state of telecom APs. A similar trend 
is observed in the overhead configuration. Here, the curve as‐
sociated with Case 1 dominates the telecom-aware and tele‐
com-agnostic cases, whereas the importance of prioritizing 
supply restoration to a few critical telecom points (which are 
useful for subsequent restoration) is demonstrated in Case 3, 
which outperforms Case 2.

Figure 5 shows the intervention crew schedules in Cases 2 
and 3 for an overhead configuration. Unlike in Case 2, inter‐
ventions related to Lines 30-31 and 34-35 are prioritized in 
Case 3, allowing earlier recovery of telecom points (X2 and 
W2) supplied by the buses involved. For instance, although 
the repairs of Lines 23-24 and 28-29 are completed at the 4th 
hour, their reconnection is delayed until the 8th hour in Fig. 
5(b) when the TS is recovered. The MC 1 of DP1 (MC11) 
isolates Buses 32, 34, and 36 from the damaged Lines 30-31 
by opening Buses 30-34, 30-36, and 31-32. This allows Bus‐
es 34 and 36 to be restored at the 8th hour following DG 
placements at Lines 22 and 36, respectively. Thus, fast-mov‐
ing crews that can better isolate damage prior to intervention 
via heavily equipped (and slow-moving) RCs.

The timelines show that RCs operate manual switches af‐
ter finishing their tasks, as they are already on site; this is in 
accordance with control center instructions. Post-repair man‐
ual switching is depicted by retaining RCs at the damage 
site for longer than the repair time, which is set to be two 
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Fig. 4.　Evolution of supplied power during DSR stage.
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hours in this paper. In addition, battery discharging informa‐
tion at telecom APs is used in Case 3 to delay sending crews 
(GC11 GC21 RC12 RC22 RC21 and MC21) to their re‐
spective tasks, because opportunities for reconfiguration are 
blocked by the absence of the TS and are conducted only 
following the restoration of a portion of the TS at the 8th 
hour. This postponement of intervention allows another task 

to be assigned to the crew and avoids the cost of waiting at 
damage sites until TS recovery. Table II summarizes the avail‐
ability of the TS for the full-overhead configuration in both 
Cases 2 and 3. The telecom-aware approach can restore the 
power supply to critical telecom points faster than can the 
telecom-agnostic approach (at the 8th hour), which acceler‐
ates later recovery operations.

Figure 6 shows the major steps in DSR for the full-over‐
head configuration in Case 3 based on the crew schedules 
presented in Fig. 5(b). The dashed and solid lines indicate 
open and closed lines, respectively, and the colored areas 
represent different zones of the power grid. Figure 6 can be 
briefly described as follows.

In Fig. 6(a), remote switches are operated during the fast 
response, where all damages are isolated and Buses 9, 10, 
and 11 are recovered by a feeder from SS2, as their initial 
supply from SS1 is interrupted. Due to the absence of a valid 
supply path, nodes 22 and 33 cannot be restored despite be‐
ing distinguished from damaged zones.
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Fig. 5.　Intervention crew schedules in Cases 2 and 3 for an overhead configuration. (a) Case 2. (b) Case 3.

TABLE II
AVAILABILITY OF TS FOR FULL-OVERHEAD CONFIGURATION

Case

2

3

Time (hour)

0→2

3→9

10→13

14→15

0→2

3→7

8→10

11→15

W1, U1, U3, SS2

TS up

TS down

TS up

TS up

TS up

TS down

TS up

TS up

X2, W2, U2, SS1, SS3

TS up

TS down

TS down

TS up

TS up

TS down

TS down

TS up
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In Fig. 6(b), crews MC11 and MC21 complete their manu‐
al-switching tasks at the 5th hour, isolating damaged Lines 
30-31 and 2-17, respectively. Note that repairs at Lines 23-
24 and 28-29 are completed at the 4th hour. However, these 
lines cannot be reconnected because of the unavailability of 
TSs.

In Fig. 6(c), lines 20-21 and 34-35 are restored, enabling 
the installation of DGs at Buses 22 and 36 and the forma‐
tion of two small microgrids (highlighted in orange). This in 
turn restores power to telecom point W1, which enables 

many nodes to be recovered with the closing of remote 
switches at Lines 22-35 and 21-36. W1 also allows Buses 17, 
18, 23, 24, 28, and 29 to be restored following the repair of 
adjacent damage (previously Lines 23-24 and 28-29, and lat‐
er Line 2-17).

In Fig. 6(d), damaged Line 30-31 is repaired, enabling 
telecom points X2 and W2 to be restored. This in turn allows 
multiple nodes to be reconnected to the main grid.

In Fig. 6(e), Line 12-13 is reconnected as soon as the re‐
pair is completed and TS is available.
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B.　DSR in 141- and 315-bus Systems

Two case studies with 141- and 315-bus systems are con‐
structed from a real MV power grid to demonstrate the applica‐
bility of the proposed restoration approach to larger-scale pow‐
er grids (27 and 59 MW load power, respectively). Unlike 
most systems in which manual switches are ignored and very 
few remote switches are analyzed, a switch (remote or manu‐
al) is considered at each line. A scenario of 10 failures is con‐
sidered, where three depots host the restoration resources: 
DP1 ={RC11RC12MC11GC11 }, DP2 ={RC21RC22MC21 }, 
DP3 ={RC31MC31GC31 }. For an overhead configuration, 
the DSR is solved in 225.3 and 267.4 s under the two 141-
bus and 315-bus systems, respectively. The results presented 
in Fig. 7 confirm that Case 1 achieves the best restoration in 
terms of cumulative supplied power. Case 3 outperforms 
Case 2 following the same trend observed in Fig. 4, where 
the awareness of telecom point availability increases the po‐
tential of restoration. The problem is verified as NP-hard by 
combining a routing combinatorial optimization problem 
(with exponential complexity) and SDG operational con‐
straints. The obtained results further confirm the validity of 
the proposed restoration approach and enable future studies 
to turn their focus to a  solution with lower complexity.

Finally, the main modeling contribution of this paper, 
which considers two-way power-telecom interdependencies 
in an SDG, is used in other practical applications such as 
new deployments of remote switches, crew sizing, and defi‐
nitions of power-telecom service-level agreement (SLA) 
[35]. Accordingly, power-telecom interdependencies can be 
leveraged to improve the overall grid resilience through dif‐
ferent existing applications. This insight can be extended to 
any industrial cyber-physical system in which the core func‐
tionality must be analyzed jointly with ICTs to achieve en‐
hanced resilience.

IV. CONCLUSION

The restoration process in SDG is modeled by integrating 
power-telecom interdependencies and considering multiple 
resources. The reconfiguration of switches, RCs/MCs, and 
DGs is coordinated by means of a telecom-aware MILP co-
optimization process, which yields improved resilience strate‐
gies. The advantages of tight damage isolation are revealed 
through an exploration of general cases of underground and 
overhead electrical networks. The proposed restoration ap‐
proach incorporates both the contribution of communication 
networks to DSR (by connecting remote switches and field 
crews to central grid functions) and the power supply of tele‐
com assets for a comprehensive analysis of bidirectional 
power-telecom interdependencies. The results of the case 
studies demonstrate that the co-optimization of resource allo‐
cation and telecommunications-aware strategic interventions 
enhances the DSR and improves the overall resilience of the 
grid. The application of the proposed restoration approach to 
real smart distribution grids validates its applicability.

Future studies will involve a more detailed model with in‐
creased accuracy for DGs, battery storage, load, and telecom 
dynamics. This is expected to increase the computational bur‐
den, which will necessitate the development of a lower-com‐
plexity solution algorithm.
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