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Abstract——The integration of distributed energy resources
(DERs) into distribution networks is becoming increasingly im‐
portant, as it supports the continued adoption of renewable
power generation, combined heat and power plants, and stor‐
age systems. Nevertheless, inadvertent islanding operation is
one of the major protection issues in distribution networks con‐
nected to DERs. This study proposes an intelligent islanding de‐
tection method (IIDM) using an intrinsic mode function (IMF)
feature-based grey wolf optimized artificial neural network
(GWO-ANN). In the proposed IIDM, the modal voltage signal
is pre-processed by variational mode decomposition followed by
Hilbert transform on each IMF to derive highly involved fea‐
tures. Then, the energy and standard deviation of IMFs are em‐
ployed to train/test the GWO-ANN model for identifying the is‐
landing operations from other non-islanding events. To evaluate
the performance of the proposed IIDM, various islanding and
non-islanding conditions such as faults, voltage sag, linear and
nonlinear load and switching, are considered as the training
and testing datasets. Moreover, the proposed IIDM is evaluated
under noise conditions for the measured voltage signal. The sim‐
ulation results demonstrate that the proposed IIDM is capable
of differentiating between islanding and non-islanding events
without any sensitivity under noise conditions in the test signal.

Index Terms——Distributed energy resource (DER), intrinsic
mode function (IMF), grey wolf optimized artificial neural net‐
work (GWO-ANN), intelligent islanding detection method
(IIDM), microgrid.

I. INTRODUCTION

THE integration of distributed energy resources (DERs)
to the existing distribution networks is highly important

owing to deregulated energy market policies, global issues,

and the advancement of modern power systems in the form
of smart grids [1] - [4]. Nevertheless, interconnected DERs
are subject to inadvertent islanding operation, which, if unde‐
tected, may cause various issues such as unregulated voltage
and frequency, as well as resynchronization and out-of-phase
reclosing problems, and may also endanger maintenance per‐
sonnel [5]-[7]. Inadvertent islanding is a condition in which
the power from the utility system is lost, but the islanded
DERs continue to supply power locally to a fragment of the
distribution network. However, current standards such as
IEEE 1547 [8] and UL-1741 [9] have recommend that the is‐
landed DERs should be promptly ceased. Therefore, effec‐
tive islanding detection is the most critical requirement in
the integration of DERs to the distribution network [10], [11].

To date, islanding detection is an open research problem
in grid integration and many researchers brought various is‐
landing detection approaches. The islanding detection ap‐
proaches can be broadly divided into remote and local [12].
Remote islanding detection approaches are based on the com‐
munication between the utility system and DERs, so that trip
signal is initiated to DERs when islands are formed. They
are effective, fast and accurate, but require a communication
infrastructure. Hence, they are uneconomical, particularly for
small-scale units [13]. As a result, local islanding detection
approaches, specifically the practical schemes based on mon‐
itoring grid parameters at the point of connection (PoC) of
DER, are gaining preference over remote approaches.

The local islanding approaches are further categorized into
active, passive, and hybrid. Active islanding detection meth‐
ods (IDMs) are based on injecting a small external distur‐
bance signal and monitoring the consequent response signal
[14]. The main advantage of active IDMs is their small non-
detection zone (NDZ). However, these schemes are complex
and have an adverse effect on the normal operation of the
DER system owing to the injected disturbance signal. Fur‐
thermore, they malfunction in multi-DER systems due to mu‐
tual interference effects and the cancelation of injected per‐
turbations [15]. Passive IDMs rely on continuously monitor‐
ing the relative variation of grid parameters at the targeted
DERs [16] - [18]. These schemes are fairly simple to imple‐
ment without any power quality issues. However, their
NDZs are prominent, particularly for small power mismatch
between the generation and load. On the other hand, consid‐
ering the advantages of both active and passive IDMs, hy‐
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brid schemes have also been proposed to detect islanding us‐
ing active schemes when the passive ones suffer NDZ [16],
[19], [20]. However, hybrid active and passive schemes are
complex and inefficient. Furthermore, their NDZs and the re‐
quirements to set appropriate threshold value are the major
limitations of the existing IDMs under conditions of near-ze‐
ro power mismatch between generation and islanded loads.
Setting an appropriate threshold value for signal processing
based IDMs is highly challenging, as lower threshold values
may reduce the ride-through capability, whereas a higher
threshold may lead to the delayed detection of islanding
events.

The state-of-the-art technique for alleviating the threshold
and NDZ problems in islanding detection is a combination
of signal processing and intelligent classifiers. Signal pre-
processing is used to derive important features of the input
test signal. Then, intelligent classifiers are used to train and
build a model for islanding classification based on the fea‐
tures of the test signal. The Fourier and the short-time Fouri‐
er transforms are the most widely-used simple feature extrac‐
tion techniques in signal processing. However, these
schemes have low time-frequency resolutions. As a result,
the techniques of time-frequency multi-resolution analysis
such as the wavelet transform, the Stockwell transform, and
empirical mode decomposition, have recently been proposed
in power signal processing for power quality disturbance,
fault, and islanding detection [21] - [24]. Machine learning
classifiers are promising approaches to mitigate the threshold
issues in passive IDMs that rely on signal processing. These
schemes learn from the time-frequency feature data to detect
the islanding operation. In [25], islanding detection is pro‐
posed based on learning data using support vector machine
(SVM). However, both current and voltage data are required,
which is computationally expensive. The ANN-based island‐
ing detection method is employed in [26], which is capable
of identifying islanding operations only based on the sam‐
ples of voltage waveforms extracted from DER ends. How‐
ever, it does not consider the multiple types of DERs. In the
proposed intelligent IDM (IIDM), the statistical features of
intrinsic mode functions (IMFs) at the PoC of the targeted
DERs are used as input to a grey wolf optimized artificial
neural network (GWO-ANN) to determine whether DERs op‐
erate in grid-connected or islanded mode.

In brief, this study contributes to the state-of-the-art ap‐
proaches with the following key contributions:

1) A GWO-ANN model is proposed for islanding detec‐
tion to mitigate the difficulty in setting appropriate threshold
values of signal processing based IDMs.

2) An IMF feature based IIDM applicable to hybrid DER
systems benchmarked is proposed with two inverter-based
(IVB) and two synchronous-machine-based (SMB) DERs.

3) Considering the non-islanding and islanding events,
which commonly happen, an IIDM with classification accu‐
racy of 99.5% is proposed with perfectly matched power be‐
tween the generation and load.

The remainder of this paper is organized as follows. In
Section II, the proposed IIDM is described. The GWO-ANN

based classifier is illustrated in Section III. Section IV pres‐
ents the data set generation used to develop the proposed
IIDM. In Section V, the simulation results and performance
analysis of the proposed IIDM are presented. Finally, Sec‐
tion VI concludes the paper and provides directions for fu‐
ture work.

II. DESCRIPTION OF PROPOSED IIDM

An IIDM using IMF feature based GWO-ANN is pro‐
posed for detecting and distinguishing islanding operation
from other non-islanding events. Figure 1 shows a flowchart
of the proposed IIDM. Initially, a three-phase voltage signal
at the PoC of the targeted DERs is retrieved and trans‐
formed into a modal signal, which eventually mitigates the
computation and memory requirement for processing the raw
three-phase signal. Subsequently, the five-cycle modal signal
is processed through variational mode decomposition (VMD)
to obtain narrow-banded IMFs. Finally, the energy and the
standard deviation of each IMF are extracted and used as in‐
puts to the GWO-ANN classifier.

A. Test System

A single-line diagram of the studied system is shown in
Fig. 2. The test system is a grid-connected microgrid contain‐
ing multiple types of DERs (both IVB and SMB). It oper‐
ates at 25 kV/60 Hz and is interconnected to the utility sys‐
tem within a 500 MVA short-circuit capacity bus through a
125 kV/25 kV distribution transformer. The system consists
of two IVB-DERs (2× 6 MVA = 12 MVA), two SMB-DERs
(2× 9 MVA = 18 MVA), buses (B), main grid, step-down
transformers (T), circuit breakers (CB), and local loads. To
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Fig. 1. Flowchart of proposed IIDM.
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evaluate the proposed IIDM, five islanded areas (IA_1, IA_
2, IA_12, IA_3, and IA_4) are outlined in Fig. 2. The com‐

ponents of the system are modelled in the MATLAB/Simu‐
link environment and detailed in [27].

B. Signal Pre-processing

The three-phase voltage signals at the targeted bus are
sampled at 3.84 kHz (64 samples per cycle). To mitigate the
computation time and memory requirement of per-phase
analysis, a transformed modal signal is taken as input to the
VMD model. The modal signal is given by:

Vm = αVa + βVb + γVc (1)

where Vm is the modal signal; Va, Vb and Vc are the voltages
of phases a, b and c, respectively; and the coefficients α, β
and γ are the transformation quantities set to be 1, 2 and −3,
respectively [28], [29].

C. Feature Extraction Using Voltage Signal IMFs

Time-frequency feature extraction is a fundamental task
for accurate detection and classification of disturbance
events. In the proposed method, a VMD is used to perform
a time-domain filter analysis based on the measured modal
voltage signal. The application of VMD technique to moni‐
tor the dynamic patterns of the modal voltage signal for is‐
landing detection purpose is firstly introduced in [30]. VMD
decomposes the non-stationary modal voltage signal into a
series of band-limited IMFs, which are oscillatory signals
that have variable amplitude and frequency as a function of

time expressed as follows [31]:

uk (t)=∑
k

Ak (t)cos(ϕk (t)) (2)

where uk(t) is the mode function; ϕk (t) is the phase; and
Ak (t) is the envelope of the oscillatory sub-signals. The
VMD algorithm is a constrained variational optimization
problem defined as:

ì
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(3)

where δ(t) is the Dirac delta function; K is the number of
modes to be involved in the decomposition process, which is
choosen prior to the optimization routine; ¶ t is the derivative
with respect to t;  × 2

2
is the square of the L2-norm; {uk}={u1,

u2,…,uK} and {wk}={w1,w2,…,wK} are the sets of all modes
and their center frequencies, respectively; and f is the input
signal. The constrained variational problem is equivalently
represented as an unconstrained optimization problem by fur‐
ther introducing a quadratic penalty λ and a data fidelity pa‐
rameter χ as:
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Fig. 2. Test system under study.
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where × denotes the inner product. Afterwards, the alternate
direction method of multipliers (ADMM) solves the uncon‐
strained optimization problem by converting the original
complex optimization problem into sub-optimization prob‐
lems [31]. The solution in the spectral domain is:

ûk =
f ̂ (w)-∑

i ¹ k

ûi (w)+ λ̂(w) 2

1+ 2α(w-wk)
2

(5)

where ûk, f ̂ (w) and λ̂(w) are the mode function, input func‐
tion and Lagrangian multiplier in the spectral domain, re‐
spectively.∑

i ≠ k

ûi (w ) is the sum of intrinsic mode functions

that may be present in the signal but not extracted in ûk.
Weiner filtering is used for mode updating in the VMD algo‐
rithm. Specifically, the Wiener filter is tuned to its center fre‐
quency wn

k. The corresponding ADMM mode updating pro‐
cess for iteration count n+ 1, for all modes from k = 1 to K,
is given as follows:

ûn+ 1
k =

f ̂ (w)-∑
i = 1

k - 1

ûn+ 1
i (w)- ∑

i = k + 1

K

ûn
i (w) + λ̂n (w) 2

1+ 2α(w-wn
k )2

(6)

Similarly, the following equation is used to update the cen‐
ter frequencies:

wn+ 1
k =
∫

0

¥

w || ûn+ 1
k (w)

2
dw

∫
0

¥

|| ûn+ 1
k (w)

2
dw

(7)

The iterations in mode and central frequency updating con‐
tinue until the following stopping criterion is satisfied:

∑
k

 ûn+ 1
k - ûn

k

2

2

 ûn
k

2

2

< ε (8)

where ε= 1´ 10-5 is used in this study.
As the initial IMFs are carrying the dominant modes fol‐

lowing a disturbance, the first three IMFs are considered for
feature extraction [32], [33]. Afterwards, these IMFs are fur‐
ther processed using Hilbert transform and then the two sta‐
tistical features, energy and standard deviation of each IMFs
are calculated. Let vk (t) be the Hilbert transform of IMF
uk (t), then the analytic signal can be given by:

zk (t)= uk (t)+ ivk (t) (9)

where vk (t) is the actual Hilbert transform of the IMF signal,
which is computed by the convolution of the function 1 (πt)
with the function uk (t):

H(uk (t))=
1
π

P ∫
-¥

¥ uk (t)

t - τ
dτ (10)

where P denotes the Cauchy principal value, which extends
the class of functions for which the integral in (10) exists.
For a non-stationary signal whose spectral content varies

with time, the instantaneous amplitude and frequency play
an important role in the understanding of its characteristics
[34], [35]. The instantaneous amplitude and phase of the ana‐
lytic signal are calculated as:

Mk (t)= u2
k (t)+ v2

k (t) (11)

θk (t)= arctan
vk (t)

uk (t)
(12)

Eventually, the energy content and standard deviation of
the amplitude and actual HT of the IMF signal are computed
and used as an input feature to train and classify the island‐
ing events, respectively.

III. GWO-ANN CLASSIFIER

Currently, machine learning algorithms are extensively
used for classification of power quality disturbances and
faults owing to their capability to handle large sets of data,
and their potential to eliminate threshold calculations [36],
[37]. The proposed IIDM is based on the hypothesis that the
targeted PoC voltage measurements can immediately indi‐
cate islanding operation after proper training of the machine
learning model. In conventional ANNs, a training rule is re‐
cursively applied in each layer. Thereby, the contribution of
each weight to the total error is calculated reversely from
the output layer back to the input layer, and then the gradi‐
ent descent algorithm is used to optimize the weights and bi‐
ases.

Improper classification, slow convergence, and the trap‐
ping in local minima are the disadvantages of conventional
ANNs. In contrast, recent stochastic optimization ANNs
such as particle swarm optimization, ant colony optimiza‐
tion, genetic algorithms, and GWO-based ANNs, start the
training process with a random solution(s) and evolve it
(them) [38]-[41]. Recently, meta-heuristic optimization tech‐
niques have attracted wide attention, because with few pa‐
rameters, they are simple to be used in challenging problems
to avoid local optimal solution, and are flexible as well as
derivation-free [42], [43]. Moreover, GWO algorithms have
the so-called α class, which can be used to overcome the
drawbacks of other schemes of swarm intelligence optimiza‐
tion.

The variables to be optimized in the ANN are weights and
biases. Therefore, the dimension of the optimization problem
is equal to the total number of weights and biases (thresh‐
olds) in the ANN model. Accordingly, the objective of
GWO-ANN is to find a set of optimal weights and biases
that maximize the classification accuracy for both training
and testing data sets. The overall process of the proposed
model is shown in the schematic diagram given in Fig. 3.
The performance of the classifier is evaluated using the aver‐
age mean square error (MSE):

MSE =
1
l∑i = 1

l

(om - dm)2 (13)

where l is the number of training data sets; and om and dm

are the actual and desired outputs when the mth training in‐
put is used, respectively. It is noted that bi (i = 1, 2, ..., l) in
Fig. 3 are the biases of the hidden neurons in the given
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ANN model.

IV. DATASET GENERATION

A. Case Studies for Performance Analysis of Proposed
IIDM Under Islanding Conditions

Islanding cases are generated with varying active and reac‐
tive power mismatches from − 50% to 50% and − 20% to
20%, respectively, which are used as input features to train
and test the model. The feature vectors represent the energy
and standard deviation of the voltage signal IMFs. These fea‐
ture vectors are used to train and test the GWO-ANN model
to classify islanding and non-islanding events. The simulated
events include 1344 islanding (positive) and 672 non-island‐
ing (negative) events. Table I summarizes the status of the
CBs for various islanding scenarios.

1) Islanding Considering Only IVB DERs
The islanding operation of only IVB DERs are simulated

by switching CB3 at t = 0.5 s to make the region shown in
IA_4. A total of 441 islanding events are recorded at bus
B5, with − 50% to 50% active and − 20% to 20% reactive
power mismatches. The performance of islanding detection
during IVB islanding operation is examined for normal and
noisy data by introducing a signal noise ratio (SNR) value
of 35 dB to the training and testing datasets.
2) Islanding Considering Only SMB DERs

Similarly, the proposed IIDM is evaluated for islanding

operation of SMB DERs. In this case, DER1 connected to
bus B3 in IA_2 region is islanded to test the proposed
IIDM. The islanding operation of DER1 is simulated by
switching CB1 at t = 0.5 s. The total number of datasets col‐
lected during islanding operation of IA_2 is 231, with 320
samples each.
3) Islanding Considering Multi-DERs

To study the effect of both IVB and SMB islanding DERs
on the performance of the proposed IIDM, an islanding con‐
dition is created in the lower stream feeders of the grid-con‐
nected microgrid by switching CB0 at t = 0.5 s, and thus all
IVB and SMB DERs are islanded. The voltage signals at the
PCC are measured and processed to be the input for the
GWO-ANN classifier. Sample IMFs including their instanta‐
neous amplitude of the analytic function during multi-DER
islanding at ∆P =-50% and ∆Q=-20% are shown in Figs. 4
and 5, respectively, where ∆P and ∆Q are the mismatch ac‐
tive and reactive power between the generation and load in
the islanded region, respectively.

B. Case Studies for Performance Analysis of Proposed
IIDM Under Non-islanding Conditions

To evaluate the performance of the proposed IIDM in dis‐
criminating islanding and non-islanding events, four cases
are considered in training and testing the GWO-ANN classi‐
fier model. They include both linear and non-linear load
switching, capacitive switching, and the information of fault
event time-frequency, which are input to the classifier mod‐
el. The non-islanding datasets contain 672 modal signals
with 320 samples each, retrieved from the PoC of voltage
measurements of targeted DERs.

GWO
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1) Impact of Load Switching
To examine the proposed IIDM for component switching

events, linear and non-linear load switching and capacitor
switching are considered. The switching of a capacitive load
leads to transient variations of the grid parameters. There‐
fore, capacitor switching events may affect the islanding de‐
tection scheme. To evaluate the effect of capacitor switching
on islanding detection, various data sets with capacitor
switching are used at different buses in the training and test‐
ing of the GWO-ANN model. The capacitor banks are dis‐
connected at t = 0.5 s to monitor the effect of capacitor
switching from 10 kvar to 100 kvar at different buses. A to‐
tal of 85 load switching events are generated by connecting
and disconnecting both linear and non-linear loads in the dis‐
tribution network. For brevity, the IMFs for capacitor bank
switching connected to the feeder of microgrid are illustrat‐
ed. Figures 6 and 7 show the IMFs and their instantaneous
amplitudes of the analytic functions for a sample capacitor
switching event at the PCC.
2) Effect of Fault Events

Grid fault is one of the most common disturbances in
power systems that may affect islanding detection. Effective
islanding detection schemes should discriminate the island‐
ing events from such grid disturbances to eliminate the false
tripping of DERs in an integrated distribution network. To in‐
vestigate the effect of fault events in the proposed IIDM, the
commom fault types on B2, i.e., single-line-to-ground, dou‐
ble-lines-to-ground (LLG), and three-lines-to-ground (LLLG)
faults with variable fault resistance are considered in the

training and testing phase of GWO-ANN. In recording the
fault data, all fault events (597 fault cases) are triggered at
t = 0.5 s and a five-cycle post-fault data is retained for vari‐
able fault resistance.
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Fig. 7. Instantaneous amplitude of analytic function for IMFs during capac‐
itive load switching. (a) M1. (b) M2. (c) M3.
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V. RESULTS AND DISCUSSION

To investigate the performance of the proposed IIDM, a
set of islanding classification metrics were defined. These
statistical metrics are important indexes employed to assess
the performance of various intelligent islanding detection
schemes [27], [44]. The first performance metric is used to
measure the performance against early detection or nuisance
tripping. It is called precision, and is defined as the ratio of

predicted islanding events to the sum of predicted islanding
events and non-islanding events wrongly predicted as island‐
ing. Table II shows that the proposed IIDM is not suscepti‐
ble to false detection of islanding events. Moreover, to mea‐
sure the performance against delayed detection, a metric
called dependability is used. It is defined as the ratio of pre‐
dicted islanding events to the sum of islanding events and is‐
landing events wrongly predicted as non-islanding.

Table III shows the performance against delayed islanding
detection. Finally, the accuracy is defined as the ratio of the
sum of islanding events and events predicted as non-island‐
ing to the sum of both events and islanding events wrongly
predicted as non-islanding. The overall accuracy in islanding
classification is shown in Table IV. To make the stochastic
optimization fair, five runs are considered, and the average
performance of each metric is calculated. Moreover, the ro‐
bustness of the proposed scheme is evaluated by introducing
uncertainty to the training and testing data with an SNR val‐
ue of 35 dB. The proposed IIDM is benchmarked with five-

cycle data, i. e., the data is used to extract the energy, and
standard deviation of the time-frequency information in a
test voltage signal is obtained for five cycles of observation
period which represents 83.3 ms window width in power sys‐
tem of 60 Hz. It is worth mentioning that fast digital signal
processing tools allow the reduction of computation time re‐
quired for feature extraction from the test signal. During the
offline simulation of the proposed scheme, the time required
to test an unseen dataset of the GWO-ANN is shown in Ta‐
ble V.

TABLE II
PERFORMANCE ANALYSIS OF PROPOSED IIDM AGAINST NUISANCE TRIPPING

Run

1

2

3

4

5

Average

Precision during islanding of multi-DERs (%)

Without noise

100.00

99.25

100.00

100.00

98.26

99.50

SNR = 35 dB

99.26

99.02

99.26

99.02

99.51

99.13

Precision during islanding of IVB DERs (%)

Without noise

100.00

100.00

100.00

99.22

100.00

99.84

SNR = 35 dB

100.00

100.00

99.22

99.22

99.14

99.52

Precision during islanding of SMB DERs (%)

Without noise

100.00

94.80

98.63

96.05

100.00

97.90

SNR = 35 dB

93.67

94.87

97.37

97.26

97.37

96.11

TABLE III
PERFORMANCE ANALYSIS OF PROPOSED IIDM AGAINST DELAYED DETECTION

Run

1

2

3

4

5

Average

Dependability during islanding of multi-
DERs (%)

Without noise

100.00

100.00

100.00

100.00

100.00

100.00

SNR = 35 dB

100.00

100.00

100.00

99.75

100.00

99.95

Dependability during islanding of IVB
DERs (%)

Without noise

100.00

100.00

100.00

100.00

100.00

100.00

SNR = 35 dB

99.22

98.45

99.22

98.45

89.15

96.90

Dependability during islanding of SMB
DERs (%)

Without noise

100.00

100.00

98.63

100.00

98.63

99.45

SNR = 35 dB

100.00

100.00

100.00

95.95

100.00

99.19

TABLE IV
OVERALL PERFORMANCE OF ACCURATE ISLANDING DISCRIMINATION FROM NON-ISLANDING EVENTS

Run

1

2

3

4

5

Average

Accuracy during islanding of multi-DERs (%)

Without noise

100.00

99.25

100.00

100.00

98.26

99.50

SNR = 35 dB

99.50

99.34

99.50

99.17

99.67

99.44

Accuracy during islanding of IVB DERs (%)

Without noise

100.00

98.52

99.26

98.89

99.63

99.26

SNR = 35 dB

99.70

99.40

99.40

99.10

95.50

98.62

Accuracy during islanding of SMB DERs (%)

Without noise

100.00

99.50

100.00

100.00

98.84

99.67

SNR = 35 dB

98.15

98.52

99.26

98.15

99.26

98.67
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The detection time of islanding operation depends on the
speed of digital signal processing and feature extraction, the
testing time of the GWO-ANN classifier, and the size of the
data. The proposed method has been simulated on an Intel®

Core (TM) i5-2320 computer with 8 GB installed memory,
running at 3 GHz.

Classical passive islanding detection schemes mainly de‐
pend on the voltage and frequency deviations monitored at
the PoC of the targeted DER before and after the islanding
event. The power variation obeys the following equations:

DP =PDERs +Pmaingrid -Pload (14)

DQ=QDERs +Qmaingrid -Qload (15)

where PDERs, Pmaingrid, and Pload are the active power of DERs,
main grid, and loads, respectively; and QDERs, Qmaingrid, and
Qload are the reactive power of DERs, main grid, and loads,
respectively.

The voltage and frequency changes will be significant in
unbalanced power between the generation and load, and
eventually, islanding detection could be achieved using clas‐
sical IDMs. However, as the penetration level of DERs in‐
creases, the relative variation due to loss of the main grid is
negligible. Thus, islanding detection is not achieved using
frequency and voltage relays. Unlike IDMs that depend on
determining threshold values and face significant NDZ is‐
sues, the proposed IDM relies on statistical features, signa‐
tures of IMFs, and GWO-ANN classifier learning from data
sets.

Based on this, the proposed IDM discriminates the events
of unseen data without the problem of NDZ. To address the
issue of NDZ, an active power imbalance of -50% to 50%
and reactive power imbalance of -20% to 20% in the island‐
ed system are considered. Furthermore, the islanding classifi‐
cation of the proposed IIDM is compared with the state-of-
the-art techniques such as SVM and extreme learning ma‐
chine (ELM) classifiers.

The performance comparison of SVM, ELM and proposed
IIDM classifier is shown in Figs. 8-10, with constant fea‐
tures including the uncertainty.

The proposed IIDM shows better performance in detecting
islanding and non-islanding conditions as compared to SVM
and ELM for various datasets considering the islanding
events of IVB, SMB, and multiple types of DERs.
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Fig. 9. Performance comparison of proposed IIDM with SVM and ELM
during islanding of IVB DERs.

TABLE V
TESTING TIME OF GWO-ANN

Run

1

2

3

4

5

Average

Testing time during islanding of multi-
DERs (s)

Without noise

0.0069

0.0042

0.0038

0.0035

0.0029

0.0426

SNR = 35 dB

0.0067

0.0033

0.0032

0.0034

0.0034

0.0040

Testing time during islanding of IVB
DERs (s)

Without noise

0.0200

0.0018

0.0017

0.0021

0.0194

0.0090

SNR = 35 dB

0.0245

0.0024

0.0020

0.0023

0.0025

0.0674

Testing time during islanding of SMB
DERs (s)

Without noise

0.0049

0.0017

0.0019

0.0015

0.0020

0.0024

SNR = 35 dB

0.0054

0.0022

0.0029

0.0016

0.0015

0.0272
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Fig. 10. Performance comparison of proposed IIDM with SVM and ELM
during islanding of SMB DERs.

Without noise SNR=35 dB
90

92

94

96

98

100

A
cc

ur
ac

y 
(%

)

SVM; ELM; Proposed IIDM
Testing dataset

Fig. 8. Performance comparison of proposed IIDM with SVM and ELM
during islanding of multi-DERs.
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Moreover, compared to IDMs solely based on signal pro‐
cessing, one of the most important aspects of the proposed
IIDM is that there is no need for any threshold values to dif‐
ferentiate between the islanding operation and other non-is‐
landing events, even with zero power mismatch between the
generation and load. Furthermore, the method is suitable for
multiple types of DERs connected at multiple points in the
distribution network.

VI. CONCLUSION AND FUTURE WORKS

In this study, a GWO-ANN-based islanding detection us‐
ing modal voltage IMF features is proposed. The proposed
IIDM uses a hybrid VMD Hilbert transform technique for
feature extraction, and then energy and standard deviation
features are used to train and test the GWO-ANN model for
identifying islanding events. It is capable of detecting island‐
ing operation in multiple types of DERs integrated with the
distribution network. The simulation results in MATLAB/
Simulink environment show the efficacy of the proposed
IIDM in terms of islanding classification accuracy, computa‐
tion time, and robustness against noise conditions for the
measured voltage signal. Moreover, the simulation results
show that the accuracy of the proposed IIDM is higher than
those of the SVM and the ELM classifiers. Further research
studies need to explore the hardware in the loop (HIL) im‐
plementation of GWO-ANN for islanding detection and mi‐
crogrid protection.
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