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Abstract——The power quality is becoming an extensively ad‐
dressing aspect of the power system because of the sensitive op‐
eration of the smart grid, awareness of power quality, and the
equipment of modern power systems. In this paper, we have
conceived a new hybrid Quantum inspired particle swarm opti‐
mization and least square (QPSO-LS) framework for real-time
estimation of harmonics presented in time-varying noisy power
signals. The technique has strong, robust, and reliable search ca‐
pability with powerful convergence properties. The proposed ap‐
proach is applied to various test systems at different signal to
noise ratio (SNR) levels in the presence of uniform and Gauss‐
ian noise. The results are presented in terms of precision, com‐
putation time, and convergence characteristics. The computa‐
tion time decreases by 3-5 times as compared to the existing al‐
gorithms. The technique is further authenticated by estimating
harmonics of real-time current or voltage waveforms, obtained
from light emitting diode (LED) lamp and axial flux permanent
magnet synchronous generator (AFPMSG). The results demon‐
strate the superiority of QPSO-LS over other methods such as
LS-based genetic algorithm (GA), particle swarm optimization
(PSO), bacterial foraging optimization (BFO), artificial bee colo‐
ny (ABC), and biogeography based optimization with recursive
LS (BBO-RLS) algorithms, in terms of providing satisfactory
solutions with a significant amount of robustness and computa‐
tion efficiency.

Index Terms——Harmonic estimation, power quality, particle
swarm optimization (PSO), least square (LS), smart grid.

I. INTRODUCTION

WITH the development of modern power systems, it
has become easy to improve the performance of the

system due to the utilization of advanced communication
and monitoring technology [1]. However, due to the exten‐
sive usage of nonlinear power electronic devices, sensitive
loads, advanced metering, sensing, and control mechanisms,
the performance of the smart grid downgrades significantly,

and the power quality deteriorates [2], [3]. Therefore, it is es‐
sential to develop fast, less complicated, and more efficient
methods to evaluate power quality by detecting and mitigat‐
ing the harmonics augmented in power waveforms [4]. Accu‐
rate estimation of harmonics can help us design efficient
compensators and filters to counteract the problems caused
by nonlinear devices and loads [5], [6].

Nowadays, meta-heuristic algorithms are gaining immense
attention and are widely presented in the literature to deal
with power system problems such as electrical load forecast‐
ing [7], least-cost economic emission dispatch in the pres‐
ence of renewable energy sources [8], and least cost genera‐
tion expansion planning [9]. Reference [10] proposed a new
hybrid meta-heuristic algorithm based on particle swarm opti‐
mization (PSO), and bacterial foraging to optimize the Taka‐
gi-Sugeno fuzzy controller to detect the control signal in a
wide-area power system.

Similarly, time-varying harmonics and non-stationary sig‐
nals had paved the path for researchers to apply intelligent
and self-adaptable nature-inspired heuristic algorithms to esti‐
mate harmonics in slanted waveforms [11], [12]. Moreover,
heuristic algorithms were often hybridized with statistical ap‐
proaches to obtain accurate estimations of harmonics [13],
[14]. Reference [15] utilized a hybrid least square (LS)
based fuzzy bacterial foraging (FBF) approach for harmonic
estimation. LS was used for the evaluation of amplitudes,
whereas FBF was modified to estimate the phases of har‐
monics. Reference [16] established an optimal power system
harmonics estimator using particle swarm (PS) optimizer.
PSO with a passive congregation (PSOPC) was hybridized
with LS to efficiently investigate both the nonlinear phases
and linear amplitudes of harmonics. Reference [17] proposed
hybrid Adaline and bacterial foraging optimization (BFO) to
correctly estimate the phases and amplitudes of integer- , in‐
ter-, and sub-harmonics. BFO strategy was made adaptive by
updating the weights of Adaline taking initial weights as out‐
puts of BFO. Reference [18] incorporated a hybrid adaptive
bacterial swarm framework to estimate the integer- , inter- ,
and sub-harmonics. Due to its inherent capability of dealing
with multi-modal problems, BFO was exploited to deal with
the estimation of nonlinear phases of harmonics, whereas the
amplitudes were estimated using LS. References [11] and
[19] presented hybrid firefly algorithm based LS (FA-LS),
and hybrid firefly algorithm based recursive LS (FA-RLS)
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methods to adequately estimate the contents of harmonics in
slanted power signals. And firefly was integrated to develop
weights for RLS in successive iterations since it requires pri‐
or knowledge to update the data. A real-time distorted signal
from solar connected inverter was enlisted to test the useful‐
ness of the proposed algorithm. The authors discussed the ef‐
fectiveness of the proposed approach in a way that firefly is
a much better heuristic algorithm compared to other similar
algorithms. However, in these studies, classical computation
methods were used to estimate the amplitudes and phases of
harmonics.

With the conception of quantum information, researchers
focus on quantum computation and estimation [20], [21]. In
this paper, we have proposed a new Quantum inspired parti‐
cle swarm optimization and LS (QPSO-LS) algorithm for
the analysis of harmonics due to less computation parame‐
ters and easy implementation. More explicitly, the contribu‐
tions of this paper are as follows.

1) The development and maiden application of the pro‐
posed QPSO-LS algorithm for the estimation of harmonics,
including fundamental, integer-, inter-, and sub-harmonics of
noisy power signals with different dimensions.

2) Best estimator is searched by giving a comparative per‐
formance evaluation of the proposed algorithm with other hy‐
brid algorithms. The comparison is drawn in tabulated form
in Section Ⅳ.

3) The estimation of harmonic parameters on the real-time
data obtained from axial flux permanent magnet generator
(AFPMG) setup and light emitting diode (LED) lamp is ap‐
plied to evaluate the performance of the algorithm.

The rest of this paper is organized as follows. Section II
gives the mathematical modeling of the harmonic estimation
problem. Section III explains the algorithm and the proposed
approach. In Section IV, the results are discussed, and Sec‐
tion V concludes the paper.

II. PROBLEM FORMULATION FOR ESTIMATION OF POWER

SYSTEM HARMONICS

Successive approximation of harmonics for power signals
constitutes two components: linear estimation of amplitudes
and nonlinear estimation of phases. The time-varying nature
of power signals makes harmonic estimation a very cumber‐
some problem, so it requires proficient and robust algo‐
rithms. Mathematically, a signal can be modeled as the sum
of sine or cosine functions with higher-order frequencies giv‐
en by:

S(t)=∑
h= 1

H

Kh sin (ωht + ϕh)+Kdc exp ( )-γdct (1)

where H is the total number of harmonic order; h is the num‐
ber of harmonics order; Kh is the amplitude of harmonic; ωh is
the angular frequency of higher-order harmonics; ϕh is the
phase of harmonics; and Kdc exp ( -γdct ) is DC decreasing off‐
set. It might be possible that the signal S ( t ) is corrupted
with additive random noise Nt, so the complete model of the
signal can be described as:

S (t)=∑
h= 1

H

Kh sin (ωht + ϕh)+Kdc exp ( )-γdct +Nt (2)

The processing of the signal becomes easy if it is avail‐
able in a discrete form. Hence the digital version of the
above signal is given by:

S (mTs)=∑
h= 1

H

( )Kh sin ( )ωhmTs + ϕh +Kdc exp ( )-γdcmTs +NmTs

(3)

where Ts and m are the sampling time and sample number,
respectively. By using the trigonometric identity, the signal
can be rewritten as:

S [m ]=∑
h= 1

H

( )Kh sin ( )ωhmTs cos ( )ϕh +Kh cos ( )ωhmTs sin ( )ϕh +

Kdc exp ( - γdcmTs)+Nm (4)

Further, the decaying DC term can be expanded by apply‐
ing the Taylor series, and after ignoring the higher-order
terms, the signal can be described by:

S [m ]=∑
h= 1

H

( )Kh sin ( )ωhmTs cos ( )ϕh +Kh cos ( )ωhmTs sin ( )ϕh +

Kdc -KdcγdcmTs +Nm (5)

The equation which is to be estimated can be written in
the following parametric form:

Ŝ [m ]=X ( )H ( )m
T

(6)

where Ŝ is an estimated signal in discrete form; X is a vec‐
tor of an unknown parameter which has to be updated using
the algorithm for optimal estimation of harmonics; and H is
a discrete vector of known values derived from the given
harmonic frequencies. More explicitly, the vectors X and H
are described as:

X = [K1 cos(ϕ1) K1 sin(ϕ1) 

]Kh cos(ϕh) Kh sin(ϕh) Kdc Kdcγdc 1 (7)

H (m)= [ sin ( )ω1mTs cos ( )ω1mT 

]sin ( )ωhmTs cos ( )ωhmT 1 -mTs Nm (8)

where T is the number of iterations.
Once the unknown parameter vector is updated using QP‐

SO, the amplitudes and phases of fundamental and the
hth harmonics are calculated as:

Kh = ϕ2
2h + ϕ2

2h- 1 (9)

ϕh = arctan ( ϕ2h

ϕ2h- 1
) (10)

If the signal has a DC decaying component, the parame‐
ters are computed by the expressions given by:

Kdc = ϕ2h+ 1 (11)

γdc =
ϕ2h+ 2

ϕ2h+ 1
(12)

III. QPSO ALGORITHM AND PROPOSED APPROACH

The QPSO algorithm proposed and developed in [22] is
an efficient form of PSO in the quantum domain. The selec‐
tion of self-adaptive probability and mutation of chaotic se‐
quence, due to its searchability and quicker convergence
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speed, make the QPSO an attractive candidate for optimiza‐
tion problems. Quantum bit and angle are used to represent
the state of a particle instead of position and velocity. A qu‐
bit is a superposition of two different quantum states, ψ =

α 0 + β 1 with complex numbers α and β satisfying || α 2
+

|| β 2=1. This quantum state makes the algorithm simple and
easy to implement with fast convergence and less computa‐
tion time. The algorithm and the proposed approach are de‐
scribed in the following lines.

Assume that the N dimension of quantum space has a pop‐
ulation, which consists of M particles. The location of the jth

particle is U j =[uj1, uj2,, ujN], and X local =[xj1, xj2,, xjN] is
the particle with the best location. After all the particles, the
global best position is represented as Xglobal =[xg1, xg2,, xgN].

The position of the j th particle in the nth dimension, while
it gets through stochastic simulation of Monte Carlo mea‐
surement, is defined as:

ujn = xjn ±
k
2

ln ( 1
r ) (13)

where j = 12...M is the particle number; n= 12...N is the
dimension of the problem; r is the random number in the
range of [0,1]; and k is obtained by the current position of
the particle, whereas the best location is k = 2Ω | xjn - ujn |, and

Ω is the contraction expansion factor. Thus, we can write the
updated equation as:

ujn (t + 1)= xjn ±Ω | xjn - ujn (t) | ln ( 1
r ) (14)

To avoid premature convergence, a parameter in the algo‐
rithm is calculated as:

Ybest =
1
M∑j = 1

M

X j (t)=
é

ë
êê

ù

û
úú

1
M∑j = 1

M

X j1 ( )t
1
M∑j = 1

M

X j2 ( )t ...
1
M∑j = 1

M

X jN ( )t

(15)

where Ybest is the average best position of M particles based
on the dimension of the variable. Hence, the updated equa‐
tion becomes:

ujn (t + 1)= xjn ±Ω | Ybest - ujn (t) | ln ( 1
r ) (16)

By using quantum behavior, the xjn can be computed as:

xjn = θxjn + (1- θ)xgn (17)

where θ is the random number in the range of [0,1] of di‐
mension N. The entire quantum behaved PSO process can be
written in a single equation as:

Uj (t + 1)= xj ±Ω | Ybest -Uj (t) | ln ( 1
r ) (18)

Figure 1 depicts the flowchart of the proposed algorithm
incorporating QPSO for harmonic estimation, and the de‐
tailed procedure is given as follows.

1) Initialize QPSO parameters: the number of population
size M, the number of dimensions N, T, W2 = 1, W1 = 1.

2) Initialize the population depending on M and N, and
initialize the particle best history Xjn =[xj1, xj2, ..., xjN] and
global best history Xgn = [ xg1, xg2, ..., xgN].

3) Calculate the average best position value of M particles
for N dimensions using (15).

4) Calculate the contraction expansion factor for each iter‐
ation t.

Ω = (W2 -W1)
T - t

T
+W1 (19)

5) Update particles using QPSO algorithm according to
(16) and (17).

6) Compute the fitness value FIT by minimizing RSS val‐
ue as:

FIT =min (RSS) (20)

7) Update the history of the particle xjn if the current fit‐
ness value is less than the previous value.

8) Update the global history of the particle xgn depending
on the previous global value recorded.

9) Estimate the desired signal and other performance com‐
parison parameters such as performance index (PER) and
mean square error (MSE).

Estimate the amplitudes and phases of the harmonics us‐
ing (9) and (10).

IV. SIMULATION RESULTS AND DISCUSSION

The harmonic estimation of different test signals has been
carried out in this section to validate the performance of the
proposed QPSO-LS algorithm. Most of the test signals are
taken from the literature for comparative assessment. The al‐
gorithm has been applied to estimate the integer-harmonics
in the presence of DC decaying offset. The strength of the
proposed QPSO-LS has been authenticated by extracting the
sub- and inter-harmonics in the power system signal in the
presence of uniform and Gaussian noises. The application of
the algorithm is extended to real-time examples of axial flux
permanent magnet synchronous generator (AFPMSG) and
LED lamp.

The difference between the power signal and the estimat‐

Choose starting parameters
and generate initial

population

Initialize particles and
global history optimal

Compute LS fitness
value for each particle

Calculate contraction
expansion factor

Y

N

Calculate average best value
of particles for given

dimension

Update position of particles
in population

Does
end condition

meet?

Best estimated
solution

Y N

Update global history optimal

Is current
FIT value

better?

Start

End

Assign current
FIT as new

value

Keep previous
FIT as new

value

Fig. 1. Flowchart of proposed QPSO-LS to estimate harmonics.
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ed signal yields the RSS as:

RSS =∑(S - Ŝ) 2 (21)

The essential objective function of the problem is to mini‐
mize the RSS in a highly non-linear and dynamic search do‐
main [23] using (20). Most of the literature appraises the
strength of the estimation techniques based on PER and
MSE parameters used for comparative analysis of different
methods [24]. The mathematical models of these parameters
are given by:

MSE =
∑(S - Ŝ)2

n
(22)

PER=
∑(S - Ŝ)2

∑S 2
(23)

The performance of the proposed approach has been evalu‐
ated based on the given statistical parameters.

The simulations for each case study are performed on Lap‐
top: DELL Inspiron, Intel core i7 CPU 4610 @ 3.00 GHz
processor, 4 GB RAM, and 64-bit operation system (Win‐
dows 7). The proposed QPSO-LS is programmed in MAT‐
LAB, and simulations are run on MATLAB R2018a®. The
different parameters of QPSO-LS are set according to the na‐
ture of the case study and its vibrant behavior.

A. Integer-harmonic Estimation of Variable Frequency Drives

The generated signal consists of a DC decaying offset of
0.5 exp ( -5t ) in the presence of additive random noise at 10
dB (signalto noise) SNR. The harmonic contents of the actu‐
al signal are given in Table I.

The continuous time signal has been sampled and dis‐
cretized according to the Nyquist criterion considering 64
samples per cycle. The sampling frequency of the signal is
considered to be 3.2 kHz.

The simulation for near-optimal extraction of harmonics
has been executed on given signals. The proposed QPSO-LS
is applied with 200 populations and a maximum of 600 itera‐
tions. Figure 2 shows actual and superimposed estimated sig‐
nals along with their corresponding convergence characteris‐
tics. It is evident that QPSO-LS has converged within the
first 200 iterations and becomes smooth for the next 400 iter‐
ations.

The proposed QPSO-LS is equated with previous tech‐
niques presented in the literature for comparative assessment
listed in Table II, where BBO stands for biogeography based
optimization.

The results reveal the robustness of proposed QPSO-LS
for harmonic estimation in terms of estimating the ampli‐
tudes, phases, percentage errors, and computation time.
From the numerical results, it is evident that the proposed
QPSO-LS algorithm is superior to other techniques for har‐
monic estimation. Moreover, the proposed algorithm presents
the promising results.

B. Sub- and Inter-harmonic Estimation

The signal of integer-harmonic estimation is further dis‐
honored with sub- and inter-harmonics in the presence of ad‐
ditive random noise. The problem of considering sub- and in‐
ter-harmonic estimations yields a complex and non-linear
search space. First, the signal is despoiled with a sub-har‐
monic of 0.505∠75° (20 Hz), inter-harmonics of 0.25∠65°
(180 Hz) and 0.35Ð20° (230 Hz).

TABLE I
TEST SIGNAL DEPLOYED FOR INTEGER-HARMONIC ESTIMATION

Harmonic order

1

3

5

7

11

Frequency (Hz)

50

150

250

350

550

Amplitude (p.u.)

1.50

0.50

0.20

0.15

0.10

Phase (°)

80

60

45

36

30
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Fig. 2. Convergence characteristics and estimated signals for variable fre‐
quency drive. (a) Fitness value without noise. (b) Fitness value at 10 dB
SNR. (c) Estimated signal without noise. (d) Estimated signal at 10 dB SNR.
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The resulting signal is estimated in the noise-free as well
as in the noisy environment of 10 dB SNR. The perfor‐
mance evaluation, with actual and superimposed estimated
signals, is demonstrated by Fig. 3. It is apparent that perfor‐
mance parameters continue to decrease drastically up to the
order of 10-28 until the maximal number of iterations is

reached. The test signal used for integer-harmonic estimation
is the characteristic signal generated by variable frequency
drives (VFDs), electric arc furnaces, and power electronic-
based equipment in the industry [12]. An imitated signal
used in [11] has been generated for harmonic extraction.

The proposed QPSO-LS algorithm is compared with the
existing techniques in literature for estimating the harmonics
presented in the signals. The comparative assessment has
been listed in Table III, which discloses the robustness of
the proposed QPSO-LS algorithm. In Table III, ABC stands
for artificial bee colony. The sturdiness of QPSO-LS algo‐
rithm becomes evident under noisy conditions. The evalua‐
tion gives far good results as compared to other techniques

presented in the literature in terms of PER even at 10 dB
SNR. Numerical results presented in Table IV signify the pro‐
posed QPSO-LS algorithm under extensive noisy conditions.

C. Real-time Voltage Estimation of AFPMG

Renewable energy technologies are becoming more popu‐
lar in recent decades because of ever-increasing energy de‐
mand, prices of fossil-based fuels, and the pollution of con‐
ventional energy-producing sources [25].

TABLE II
RELATIVE PERFORMANCE FOR INTEGER-HARMONIC ESTIMATION

Algorithm

Actual

BFO

BFO-RLS

BBO-RLS

QPSO-LS

Parameter

Frequency (Hz)

Amplitude (V)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Fundamental

50.0000

1.5000

80.0000

1.4878

0.8147

80.4732

1.4942

0.3840

80.3468

1.4953

0.3104

79.7888

1.5002

0.0150

80.0017

3rd

150.00000

0.50000

60.00000

0.51080

2.16310

57.90050

0.49860

0.28570

58.54610

0.50040

0.08501

59.54100

0.50000

0.00440

60.00150

5th

250.00000

0.20000

45.00000

0.19450

2.72670

45.82350

0.20180

0.90210

45.69770

0.20080

0.42031

45.51530

0.20000

0.00330

45.00190

7th

350.00000

0.15000

36.00000

0.15560

3.73890

34.56060

0.15260

1.76090

34.80790

0.14900

0.19605

36.11650

0.15000

0.00190

36.00150

11th

550.00000

0.10000

30.00000

0.10340

3.42020

29.12700

0.09860

1.74600

29.93610

0.09990

0.08302

30.01240

0.10000

0.00100

30.00100

Computation time (s)

10.931

9.345

5.852

1.226
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Iteration no. Iteration no.
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Fig. 3. Inter- and sub- harmonic convergence characteristics along with estimated signals. (a) Fitness value without noise. (b) Error value at 10 dB SNR.
(c) Superimposed estimated signal without noise. (d) Estimated signal at 10 dB SNR.
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Among numerous electrical energy production sources, the
wind is less costly [26].

AFPMGs are replacing radial flux permanent magnet gen‐
erators (RFPMGs) in modern wind turbine technologies be‐
cause of the unique features unveiled by AFPMG such as
higher torque-to-weight ratio, maximum power density, high
efficiency, absence of cogging torque losses, compact struc‐
ture, lightweight and low operation shaft speed [27]-[29]. A
3-phase, multi-stage AFPMSG [30] is designed, whose per
unit voltage waveform is taken as a power signal for har‐
monic estimation. An oscilloscope is used to record the volt‐
age waveform of AFPMSG at a sampling frequency of 10
kHz. The output voltage for single phase is shown in
Fig. 4(a).

The robust QPSO-LS algorithm is applied for harmonic es‐
timation of the voltage signal for the first 15 integer-harmon‐
ics. The problem of the estimation is executed by taking 200
particles and running the algorithm for 600 iterations. Figure

4(b) gives the estimation performance over the iterations. It
is evident that the problem converges below 300 iterations.
The amplitudes of the first 15 integer-harmonics are also
highlighted. The computation time for this case study is
2.161 s.

D. Real-time Harmonic Analysis of Current Drawn by LED
Lamp

Recently, LED lamps are replacing incandescent bulbs and
fluorescent lights because of the energy-saving capability.
The LED lamps operate on 12 V DC voltage and are con‐
nected with power electronic-based circuitry to behave as a
non-linear device in the modern power system. The LED
lights draw non-linear current from the primary source and
thus distort the voltage waveform of the whole system by in‐
oculating the harmonics. For this case study, a digital oscillo‐
scope is used to record and save the output of the current
value with 250 samples per cycle. The algorithm is applied
for 8 odd harmonics with 200 iterations and 200 particles.

As the actual signal is degraded due to the noise at posi‐
tive and negative peaks, it was observed that the perfor‐
mance of the algorithm is not up to the mark and needs
some signal processing techniques to remove this noise. For
this purpose, a concept of decimation followed by the inter‐
polation is employed, which gives the best results, as shown
in Fig. 5(a). The actual signal is down-sampled by a factor
of 5 and 7, respectively. The proposed QPSO-LS algorithm
takes 0.7753 s, and the PER computation value is 0.33595
for this case study.

Moving average filter (MAF) may also be employed for
smoothing the actual signal before harmonic estimation.

TABLE IV
COMPARISON OF PER PARAMETER COMPUTED BY APPLICATION OF

DIFFERENT ALGORITHMS

Algorithm

BFO

BFO-RLS

ABC-RLS

FA-RLS

BBO-RLS

QPSO-LS

PER at different SNRs

No noise

11.78×10-2

8.70×10-2

7.52×10-2

7.52×10-2

6.58×10-2

1.27×10-28

40 dB

0.1380000

0.0920000

0.0895000

0.0785000

0.0750000

0.0003203

20 dB

0.807300

0.787000

0.655400

0.561000

0.573500

0.019015

10 dB

5.25490

4.54820

4.25450

3.97450

3.85550

0.30752

0 dB

2.1892

TABLE III
RELATIVE PERFORMANCE UNVEILED BY DIFFERENT TECHNIQUES FOR SUB- AND INTER-HARMONICS

Algorithm

Actual

BFO-RLS

ABC-LS

FA-RLS

BBO-RLS

QPSO-LS

Parameter

Frequency (Hz)

Amplitude (V)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Amplitude (V)

Error (%)

Phase (°)

Sub-har‐
monic

20.00000

0.50500

75.00000

0.51100

1.19000

74.81000

0.50600

1.22500

74.85300

0.49900

1.18811

74.93100

0.49430

1.12550

74.93210

0.50500

8.7×10-14

75.00000

Fundamental

50.00000

1.50000

80.00000

1.50290

0.19520

79.91480

1.49692

0.20520

80.07330

1.49840

0.10667

79.94800

1.49840

0.10455

79.95000

1.50000

0

80.00000

3rd

150.0000

0.5000

60.0000

0.4921

1.5887

59.0760

0.4912

1.7532

59.4211

0.5004

0.0800

59.5410

0.5003

0.0785

59.5228

0.5000

1.1×10-13

60.0000

Inter-har‐
monic 1

180.00000

0.25000

65.00000

0.25810

3.23720

65.34450

0.24106

3.57450

64.76300

0.24570

1.72000

65.20300

0.24580

1.65055

65.17060

0.25000

8.8×10-14

65.00000

Inter-har‐
monic 2

230.00000

0.35000

20.00000

0.36390

3.96510

19.86770

0.33701

3.71250

19.96500

0.34970

0.08571

19.97300

0.34970

0.07875

19.97750

0.35000

3.1×10-14

20.00000

5th

250.0000

0.2000

45.0000

0.2009

0.4541

46.2780

0.4988

0.5526

45.2916

0.2009

0.4500

45.5230

0.2008

0.4452

45.5200

0.2000

1.1×10-13

45.0000

7th

350.00000

0.15000

36.00000

0.14790

1.41490

36.44730

0.14707

1.95570

35.79930

0.14970

0.20000

36.12800

0.14850

0.95570

36.11790

0.15000

3.7×10-14

36.00000

11th

550.00000

0.10000

30.00000

0.10150

1.48000

30.06430

0.09845

1.55450

29.97730

0.09990

0.10000

30.01260

0.09990

0.10000

30.01230

0.10000

2.0×10-13

30.00000

Computation
time (s)

12.837

8.9543

6.7543

6.7525

1.2362
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For this case study, the span of MAF is varied from 10-25
points and harmonic estimation is carried out for the mini‐
mum value of RSS at the 17-point MAF. The abrupt chang‐
es become smooth as gleaned from the graph, after passing
through MAF. And the estimation shows promising results.
The total time taken by the simulation using MAF is
0.7938 s.

E. Full-wave Six-pulse Bridge Rectifier

The voltage signal from a full-wave six-pulse bridge recti‐
fier has been considered for the extraction of harmonics in
the presence of additive noise [16]. A petite version of the
power system is shown in Fig. 6, which consists of two bus‐
es: a generation bus and a load bus. The contents of the pow‐
er signal are listed in Table V.

G
Generator

Generation
bus

Transfer
impedance

Rectifier
(6 pulse)

Load
bus Load

Fig. 6. Two-bus small power system.

TABLE V
HARMONIC CONTENTS OF TEST SIGNAL

Harmonic order

1

5

7

11

13

Frequency (Hz)

50

250

350

550

650

Amplitude (p.u.)

0.950

0.090

0.043

0.030

0.033

Phase (°)

-2.02

82.10

7.90

-147.10

162.60

0 100 200 300 400 500 600
Iteration no.

(b)

(d)

(a)

RSS
PER
MSE

10-5

10-10

100

105

Fi
tn

es
s v

al
ue

0 50 100 150 200
Sample no.

(c)

0 50 100 150 200
Sample no.

A
m

pl
itu

de
 (p

.u
.)

A
m

pl
itu

de
 (p

.u
.) Actual

Estimated

-1.0

-0.5

0

0.5

1.5

1.0

-1.0
-0.5

0
0.5

1.5
1.0

1 2 3 4 5 6 7 8 9 101112131415
Harmonic order (50 Hz)

0

0.2

0.4

0.6

0.8

1.0

M
ag

ni
tu

de
 (p

.u
.)

Fig. 4. Voltage estimation and harmonic analysis of AFPMSG. (a) Mea‐
sured single-phase voltage waveform of AFPMG model. (b) Fitness charac‐
teristics. (c) Superimposed estimated signal. (d) Integer-harmonic magnitude.
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Fig. 5. Estimation and harmonic analysis of current drawn by LED lamp.
(a) Estimation with decimation. (b) Fitness characteristics. (c) Estimation
with MAF. (d) Integer-harmonic amplitude using MAF.
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The noisy power signal consisting of the above-mentioned
harmonic contents is generated considering 64 samples per
cycle at 50 Hz.

The algorithm minimizes the evaluation parameters tre‐
mendously up to the order of 10-30, as shown in Table VI,
where the average time using GA, PSOPC, and QPSO-LS
are 4.3492, 3.4846, and 1.2263, respectively. The percentage
error that occurs after estimation in amplitudes and phases is
less than 10-13 and approaches to zero. The evaluation has al‐
so been performed in the presence of uniform and Gaussian
noises at different SNR levels, and the results are compiled
for comparative assessment. The tabulated results confirm
the strength and superiority of the proposed QPSO-LS in
terms of less PER and computation time.

TABLE VI
RELATIVE PERFORMANCE OF SIX-PULSE BRIDGE RECTIFIER

Scenario

Uniform noise

Gaussian noise

SNR (dB)

No noise

20

10

0

No noise

20

10

0

PER

GA

0.0570

0.1706

0.2068

0.5206

0.0570

0.3995

2.3962

2.8913

PSOPC

1.28×10-17

4.50×10-3

2.63×10-2

4.55×10-1

1.2800×10-17

5.0400×10-2

1.1319

2.6316

QPSO-LS

5.8490×10-30

1.4955×10-2

7.6996×10-2

4.6104×10-2

7.5140×10-30

1.2280×10-1

2.2939×10-1

2.7166

F. Statistical Analysis of Proposed QPSO-LS Approach

Harmonic estimation is the problem of accurately comput‐
ing the amplitudes, phases, and additive random noise in the
electrical voltage or current signals using the meta-heuristic
approach. Statistical parameters are required to benchmark
the estimated signals, and also to measure the goodness of
the estimation. For this purpose, two well-known statistical
parameters have been selected as given in (20) and (22), re‐
spectively [23]. The PER given in (23) has also been com‐
monly used for harmonic estimation problems in [4], [11],
[19]. Based on these three parameters, simulations are per‐
formed to compare the results with recent approaches, as dis‐
cussed earlier for each case study.

To prove the validity of the proposed QPSO-LS optimiza‐
tion method, another statistical analysis can also be charac‐
terized by giving the boxplot after several simulation runs
[9]. The boxplot is a standardized way of displaying the en‐
tire span of values (distribution of data) based on 6 numbers
as follows: minimum, first quartile, second quartile (medi‐
an), third quartile, maximum, and outliers [23]. The boxplot
of the QPSO-LS algorithm has been acknowledged for 100
simulation runs, as shown in Fig. 7, for sub- and inter-har‐
monic estimation.

From the boxplot, it is apparent that the optimal solution
is located between the minimum and maximum values with
the least number of outliers. Thus, the analysis justifies that
the proposed QPSO-LS algorithm can estimate the actual sig‐
nal optimally in the minimum computation time and with
the highest accuracy compared to other approaches.

For the detailed analysis, the statistical parameters such as
the best cost, worst, mean, and standard deviation are shown
in Table VII for each case study considering RSS as the ob‐
jective function.

V. CONCLUSION

A QPSO-LS method has been proposed for valid estima‐
tion of both phases and amplitudes from noisy power sig‐
nals. Simulation results demonstrate that the proposed
scheme is capable of estimating the effects of substantial dis‐
tortions by analyzing the accuracy, robustness, and conver‐
gence characteristics. Different theoretical and real-time case
studies have been explored to evaluate the performance of
the approach. Integer-, inter-, and sub-harmonics are extract‐
ed from power signals at different uniform and Gaussian
noise levels. We have concluded that the proposed QPSO-LS
provides accuracy performance superior to the conventional
classical approaches with less computation time. Moreover,
our simulation study on the robustness against different im‐
perfection has demonstrated that quantum optimization could
outperform the conventional methods. This diversity of QP‐
SO-LS exhibits the versatility of algorithms in solving non‐
linear and complex optimization problems.
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