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Improved Model Predictive Control with Prescribed
Performance for Aggregated Thermostatically

Controlled Loads
Yang Yu, Li Quan, Zengqiang Mi, Jianbin Lu, Shengqiang Chang, and Yubao Yuan

Abstract——Aggregate thermostatically controlled loads (AT‐
CLs) are a suitable candidate for power imbalance on demand
side to smooth the power fluctuation of renewable energy. A
new control scheme based on an improved bilinear aggregate
model of ATCLs is investigated to suppress power imbalance.
Firstly, the original bilinear aggregate model of ATCLs is ex‐
tended by the second-order equivalent thermal parameter mod‐
el to optimize accumulative error over a long time scale. Then,
to ensure the control performance of tracking error, an im‐
proved model predictive control algorithm is proposed by inte‐
grating the Lyapunov function with the error transformation,
and theoretical stability of the proposed control algorithm is
proven. Finally, the simulation results demonstrate that the ac‐
curacy of the improved bilinear aggregate model is enhanced;
the proposed control algorithm has faster convergence speed
and better tracking accuracy in contrast with the Lyapunov
function-based model predictive control without the prescribed
performance.

Index Terms——Lyapunov function, model predictive control,
power tracking, prescribed performance, thermostatically con‐
trolled load.

I. INTRODUCTION

THE bulk of intermittent renewable energy integrated
with the power grid triggers the power imbalance be‐

tween the supply side and demand side [1]. The common
way to solve the power imbalance is to use power plants
such as thermal power plants to provide ancillary services
on the supply side. It reduces the operating efficiency of the
system with plenty of spare capacity required [2]. Alterna‐
tively, the emergence of energy storage technologies that

could be employed in different locations of the power sys‐
tem is an outstanding solution for power imbalance but lies
in relatively high cost [3]. Recent studies have revealed that
a large aggregation of thermostatically controlled loads
(TCLs) such as air conditioners and electric water heaters on
the demand side offer an ideal option for ancillary services
with the advantages of large capacity and fast response [4],
[5]. However, the fundamental challenge faced in the dis‐
patch of large-scale and widely distributed TCLs lies in the
modeling and control of TCLs [6].

One of the key issues in the challenge is to establish an
accurate model to describe the dynamic evolutionary behav‐
ior of aggregate thermostatically controlled loads (ATCLs)
over a time scale as long as possible. The modeling of AT‐
CLs currently includes four methods: state-space equation
[7], state sequence [8], Fokker-Planck equation [9], and bilin‐
ear equations [10]. Among them, the bilinear model built by
bilinear equations has high accuracy and can be easily ap‐
plied for control. It uses the finite difference to discretize an
actual temperature range into several limited temperature in‐
tervals. TCLs in the bilinear model are distributed in these
temperature intervals. Through changing the set-point temper‐
ature, TCLs will be redistributed among these temperature in‐
tervals to output the required power. The accuracy of the bi‐
linear model also depends on the model of individual TCL,
where most of the literature adopts the first-order equivalent
thermal parameter (ETP) model to simulate the dynamic ther‐
mal behavior of buildings and the indoor mass temperature
is ignored [11]-[14]. The first-order ETP model is not accu‐
rate enough for disregarding the coupling effect between in‐
door mass temperature and indoor air temperature. Previous
research work [15] on population dynamics of TCLs has
demonstrated that the second-order ETP model is more accu‐
rate with consideration of the coupling effect. But current
studies on modeling the ATCLs through the second-order
ETP model primarily use the average transfer rates to re‐
place the real transfer rates, which leads to an imprecise
model over a long time scale.

Another further problem is to study the control algorithm
based on the aggregate model of ATCLs. Through changing
the set-point temperature of ATCLs in [16], the signal from
automatic generation control is tracked well by ATCLs. Hier‐
archical control of ATCLs is designed in [17] for primary
frequency support. A group control based model predictive
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control (MPC) scheme is proposed in [18] for ATCLs to par‐
ticipate in demand response. An MPC framework used for
the aggregation of air conditioners is developed in [19] to
compensate for the fluctuation of photovoltaic power. The
above argument shows that MPC is widely used in the field
of ATCLs due to its strong robustness and high accuracy
[20]. However, the traditional MPC is optimized repeatedly
in every sampling point and requires massive computation,
which delays the execution time to some extent [21]. Be‐
sides, little attention has been paid to prescribed perfor‐
mance control (PPC). It is hard and even unknown for cur‐
rent control approaches of ATCLs to estimate the control ef‐
fect without prescribed performance. Until now, PPC has
been extensively applied to several control areas [22]-[24]. A
neural adaptive output tracking PPC of a chaotic permanent
magnet synchronous motor system is investigated in [25],
and adaptive control with prescribed performance for active
suspension systems is designed in [26].

In this paper, for the first issue of aggregate modeling, the
bilinear aggregate model (BAM) of ATCLs is firstly extend‐
ed in terms of the second-order ETP model with average
load transfer rates. But the extended model called SBAM
fits only a small change of set-point temperature. To further
enhance the accuracy of modeling over a longer time scale,
an improved SBAM (ISBAM) is built taking into account
the real indoor mass temperature and set-point temperature.
For another issue of the control approach, an improved Ly‐
apunov function-based MPC (ILMPC) algorithm with pre‐
scribed performance is proposed. The simulation results
show that the ISBAM is more accurate than the ordinary ag‐
gregate model. The proposed ILMPC algorithm reduces the
computation time and confines tracking performance within
a prescribed boundary as compared with traditional MPC.

The contributions of this paper are manifested as follows:
① by considering the indoor mass temperature, the original
BAM of ATCLs is improved to build a more accurate IS‐
BAM; ② a Lyapunov function-based MPC algorithm with
prescribed performance is presented for ATCLs to less execu‐
tion time while ensuring control performance both in steady
state and transient state.

The remainder of this paper is organized as follows. Sec‐
tion II derives the ISBAM for ATCLs. The ILMPC approach
is developed in Section III. The simulation is conducted in
Section IV to verify the precision of the improved model
and the effectiveness of the proposed control approach. Sec‐
tion V draws out some conclusions.

II. SYSTEM MODELING

A. Dynamic Thermal Model of Individual TCL

The disregarding of the coupling effect between indoor
mass temperature and indoor air temperature in the first-or‐
der ETP model results in the fact that it cannot accurately de‐
scribe the real dynamic thermal behavior of TCL in transient
response such as the change of set-point temperature. A sec‐
ond-order ETP model [27] is used to depict the dynamic
thermal process of individual TCL, which selects indoor
mass temperature and indoor air temperature as two state

variables. It calls a two-mass model and its differential equa‐
tion is expressed as:
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where Ta( )t is the indoor air temperature; Tm( )t is the indoor
mass temperature; T∞( )t is the outdoor ambient temperature;
P is the operating power of an individual TCL; Tmax and Tmin

are the upper and lower limits of temperature, respectively;
Tset is the set-point temperature; δdb is the temperature dead‐
band; Ca is the heat capacity of indoor air; Ra is the indoor
air thermal resistance; Cm is the heat capacity of the indoor
mass; Rm is the indoor mass thermal resistance; t is the time;
m ( )t is the switching variable; and Dt is the time step.

The corresponding dynamic thermal equivalent circuit of
the two-mass model is shown in Fig. 1, where Ra=1/Qa, Rm=
1/Qm, Qa and Qm are the heat loss coefficients of indoor air
and indoor mass, respectively.

The aggregate power Pr based on the second-order ETP
model is:

Pr( t ) =∑
i = 1

N 1
η i

mi (t)P ( t ) (2)

where η i is the efficiency of the ith TCL; and N is the num‐
ber of TCLs.

B. Improved Bilinear Aggregate Model of ATCLs

1) Bilinear Aggregate Model Based on Second-order ETP
Model

Both the continuous temperature variable and “ON/OFF”
discrete variable included in the second-order ETP model of
TCL make it complex to use for control design, even though
the model can precisely represent its power consumption. If

Ta

Tm

Ca

Cm

P T∞
•

•

Ra

Rm

Fig. 1. Thermal equivalent circuit of second-order ETP model for individu‐
al TCL.
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each TCL is expressed as an independent ETP model, the ag‐
gregate model describing a huge number of TCLs will inevi‐
tably confront the disaster of dimensionality.

Control-oriented original BAM of ATCLs constructed
through the first-order ETP model in [28] is extended in the
research by the second-order ETP model to establish the
SBAM, which is written in (3). It is assumed that all TCLs
in the model are distributed in a finite temperature range [Tl,
Th], and the temperature range is cut into several small and
equal intervals. TCLs with two states of “ON/OFF” are con‐
tained in each interval.
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Ẋ ( )t =AX ( )t +BX ( )t u ( )t
PT( )t =CX ( )t (3)

where X ( )t = [ ]x1( t ) x2( t ) xL( t ) T

is an L × 1 state vari‐

able matrix representing the number of TCLs in each temper‐
ature interval after the finite difference discretization, L is
the number of temperature intervals; u ( t ) = Ṫset( t ) is the con‐

trol input; PT( )t is the total consuming power of ATCLs; C =
é
ë
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 PP
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η i is an L × 1 output matrix; A =A(αonαoff )
is an L × L matrix; and B is also an L × L matrix with the
same structure as matrix A. Please see matrix A in Appendix
A for details, where αon and αoff in matrix A are the load
transfer rates of TCL over the ON and OFF states, respec‐
tively, which can be calculated by (4). αon and αoff in matrix
A are set to be -1 to obtain matrix B, i.e., B = A(-1 - 1).
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To reduce the amount of computation, the load transfer
rates αon/off in each temperature interval are approximated in
the average transfer rates ᾱon/off under the expected set-point
temperature T des

set and the initial indoor mass temperature Tm0.
Then, A becomes a constant matrix A( ᾱonᾱoff ), and (4)

could be simplified and written as:
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2) Improved Bilinear Aggregate Model Based on Second-or‐
der ETP Model

The SBAM only suits for a relatively small variation of
the set-point temperature Tset. When Tset deviates greatly from
its expected value T des

set , if the average transfer rates ᾱon/off are
still used to express the real transfer rates αon/off, the SBAM
will be inaccurate over a long time scale and the compara‐
tive results will be demonstrated in Section IV.

Hence, the real mass temperature Tm( )t and real set-point

temperature Tset( )t are used to express the transfer rates

αon/off. A new group of transfer rates α̂on/off can be written as:

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï
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Thus, the ISBAM based on α̂on/off can be derived as:

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï
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where u1( )t and u2( )t reflect the real-time and cumulative ef‐
fects with the change of set-point temperature on the evolu‐
tionary process of ATCLs, respectively; and u3( )t indicates
the influence of the two-mass model. The matrices A and B
remain unchanged and are still constant matrices.
u1 (t)= Ṫset( )t , u2 (t)=DTset = Tset( )t - T des

set , and u3( )t =DTm =
Ṫm (t)- Tm0. As the indoor mass temperature Tm( )t is not easy

to obtain, its estimation T̂m( )t is used instead, given by:

Ṫ̂m( )t =
1

RmCm
(Tset( )t - T̂m( )t ) (8)

Equation (9) can be obtained by discretizing (8), and the
estimated value of indoor mass temperature Tm( )t could be

obtained by continuous iteration through (9).

Tm( )k + 1 = dTm( )k + (1 - d ) Tset( )k (9)

where d = e
-

1
RmCm

Dt

.
The dynamic process of TCLs after finite-difference dis‐

cretization is shown in Fig. 2, where DT is the discrete tem‐
perature length; x1-x10 are the numbers of TCL loads at
“OFF” state; and x11-x20 are the numbers of TCL loads at
“ON” state. We can see that the change in the number of
TCL obeys a certain rule. By controlling Tset, the flow of
TCLs between the adjacent temperature intervals can be
changed, which is similar to the direct control of TCL to
achieve the regulation of aggregate power.

III. CONTROLLER DESIGN

A. Description of Control Problem

The control goal is to devise an ILMPC algorithm with
prescribed performance for the ISBAM to track a given ref‐
erence trajectory. The major difference between the modified
MPC and traditional MPC is that the optimal control law in
the modified MPC is directly determined through a construct‐

x11

x1 x5 x6

x15 x16 x20

x10

Tmin Tmax

ON

∆T

Tset

OFF

�αon αoff

�

�

�

�

Fig. 2. Dynamic process of TCLs after finite-difference discretization.
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ed Lyapunov function, which guarantees the stability and re‐
duces the computational burden. Hence, minimizing the cost
function to obtain the control signal in traditional MPC is
avoided. Moreover, in combination with the prescribed per‐
formance function (PPF), the tracking error can be assumed
to converge to a predefined arbitrarily small residual set
both in steady state and transient state [29]-[31]. The control
flow chart is shown in Fig. 3, where ey( )t is the tracking er‐
ror, ey( t ) =PT( t ) -Pref( t ); and Pref is the reference power.

B. Tracking Error Transformation

Lemma 1: considering a dynamic system ẋ = f ( )xt , for a
given bounded initial conditions, if there exists a continuous
and positive Lyapunov function V ( x) satisfying V̇ ( x) £
-ηaV ( x) + γ, where ηa and γ are positive constants, then the
solution x ( t ) of the system is semi-global uniformly ultimate
bounded.

Proof: please refer to [32] for detailed derivation.
In terms of the elaborately designed PPF [33], the track‐

ing error ey(t) could be constrained as:

-δ1 ρ ( t ) < ey( t ) < δ2 ρ ( t ) (10)

where δ1 and δ2 are the positive design parameters; and
-δ1 ρ ( )0 < ey0 < δ2 ρ ( )0 , where ey0 = ey( )0 ; ρ ( t ) is a bounded,
smooth, strictly positive, and decreasing function used to
specify the error boundary range called performance func‐
tion, and it can be designed as:

ρ ( t ) = ( ρ0 - ρ¥ ) e-rt + ρ¥ (11)

where ρ0 = ρ ( )0 , and ρ0 is selected such that ρ0 > ρ∞; ρ∞ repre‐
sents the maximum allowable boundary of ey( t ) in the
steady state that can be set as an arbitrarily small value to
ensure the practical convergence of ey( t ) to be zero. More‐
over, the rate of convergence for ρ ( t ) is related to the con‐
stant r.

In contrast with the other conventional prescribed perfor‐
mance functions like preset time performance function given
in (12), Fig. 4 shows that the exponential prescribed perfor‐
mance function shown in (11) has a faster convergence
speed with the same initial control parameters ρ0 = 100 and

ρ∞ = 0.4, where the other parameters of the two performance
functions are chosen reasonably as r = 0.5, Tz = 50 s, and h =
5. Hence, the exponential prescribed performance function is
employed to constrain ey( )t .

ρ ( )t = ( ρ0 - ρ¥ ) (1 - t
Tz ) h

+ ρ¥ (12)

where Tz is the preset convergence time; and h is a positive
constant larger than 2.

To achieve the control performance depicted in (10) more
conveniently, an equivalent unconstraint condition is built as:

s ( t ) = ϕ ( ey( )t
ρ ( )t ) (13)

where s is known as the transformation error; and ϕ is the
smooth and strictly increasing function satisfying (14):

ϕ:( - δ1δ2 ) ® ( -¥ +¥) (14)

According to (13), the transformation error s could be rep‐
resented as:

s =
1
2 ( )ln (δ1δ2 + v1δ2 ) - ln (δ1δ2 - v1δ1 ) (15)

Its first derivative is:

ṡ = ξ ( ėy - ey

ρ̇
ρ ) (16)

where ξ =
1
2ρ ( 1

δ1 + v1

-
1

v1 - δ2 ) > 0; and v1 =
ey

ρ
.

Lemma 2: for the tracking error signal ey( )t and corre‐
sponding transformation error s ( )t defined by (13) and satis‐
fying (14), if s ( t ) is bounded, ey( )t will satisfy (10) for
all t ³ 0.

Proof: we assume that there exist two unknown constants
s1 and s2 such that:

s1 < s ( )t < s2 (17)

By using the inverse transformation ϕ-1 for all t ³ 0, (13)
could be written as:

ϕ-1( s1 ) ρ ( t ) < ey( )t < ϕ-1( s2 ) ρ ( t ) "t ³ 0 (18)

Finally, in terms of (14), we can obtain:

-δ1 ρ ( )t < ey( )t < δ2 ρ ( )t (19)

Hence, Lemma 2 holds.
Lemma 3: for any xÎR and arbitrary constant ε> 0, the

following inequality (20) holds.

0 20 40 60 80 100
-100
-80
-60
-40
-20

0
20
40
60
80

100 Exponential PPF
Preset time PPF

ρ(
t)

Time (s)

Fig. 4. Simulation results for exponential PPF and preset time PPF.

Measure the TCLs’ initial state X(t)

Calculate the prediction of output power PT (t+∆t) 

Estimate the initial cost function value ey0

Determine the optimal control input U(t)
through Lyapunov function and PPF

Calculate tracking error ey(t+∆t) that satisfies
the precision request

Apply the selected control input U

Fig. 3. Control flow chart of ILMPC.
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0 £ | x | £ ε + x2

x2 + ε2
(20)

Proof: please refer to [34] for detailed derivation.

C. Design of Lyapunov Function-based MPC with Pre‐
scribed Performance

This section is to design the ILMPC algorithm.
Step 1: (7) is chosen as the prediction model and rewritten

as:

ì
í
î

ïï
ïï

Ẋ ( )t =AX ( )t +BX ( )t U ( )t
PT( )t =CX ( )t (21)

Step 2: the transformation error is rewritten in accordance
with (16) and (21) and shown as:

ṡ = ξ (CAX +CBXU - Ṗref - ey

ρ̇
ρ ) (22)

The Lyapunov function of the system is defined as V =
1
2

s2. Then, we can obtain:

V̇ = sξ (CAX +CBXU - Ṗref - ey

ρ̇
ρ ) (23)

According to the Lyapunov stability theory and prescribed
performance control, the optimal control law is designed as:

U =-
sα2

CBXξ s2α2 + ε2
(24)

where α = ξCAX - ξṖref - ξey

ρ̇
ρ
+ k1 s.

In terms of Lemma 3, the expression of sξCXU could be
written as:

sξCXU £ | sξCBXU | £ ε - sα (25)

where ε> 0.
Substituting (25) into (23), we can obtain:

V̇ £-k1 s2 + ε =-ηV + ε (26)

It follows from (26) that:

V £ (V (0) - ε
η ) e-ηt +

ε
η

(27)

By Lemma 1, V ( )s is bounded and exponentially conver‐
gent in (27), which shows that s is bounded. By Lemma 2
and the appropriate choices of the performance function ρ ( )t
and the constants δ1 and δ2, the tracking error ey( )t could re‐
main within the prescribed performance boundary when t ³ 0.

Theorem 1: Considering the system (21) and the control‐
ler (24), the closed-loop system is stable and the tracking er‐
ror converges to a neighborhood of the origin within the pre‐
scribed performance boundary for all t ³ 0.

IV. SIMULATION STUDY

A. Accuracy Analysis of ISBAM

For evaluating the accuracy of ISBAM, 1000 TCLs are
chosen to analyze the performance of the first-order ETP
model, second-order ETP model, SBAM, and ISBAM
through the Monte Carlo simulation method. In order to

make the selected parameters of TCLs closer to the actual
situation and ensure the parameters of TCLs to be non-uni‐
form, the parameters of TCLs are taken as a series of log-
normally distributed functions with the expected values of
the distributed functions as shown in Table I, where the pa‐
rameter C is the thermal capacitance; and T des

set0 is the initial
expected set-point temperature. The standard deviations of
the normally distributed functions are set to be 0.2. The ini‐
tial state is placed at 42.8% of the TCL load in the ON
state. The results are presented in Figs. 5 and 6.

Figure 5 indicates that the second-order ETP model has a
longer period and larger amplitude of power fluctuation in
comparison to the first-order ETP model when the set-point
temperature is changed. The reason is that, compared with
the first-order ETP model that only considers the indoor air
temperature, the second-order ETP model considers more
about the nature of the heat capacity and thermal resistance
embodied in the indoor mass, making it have a longer power
fluctuation period and larger fluctuation amplitude when the
set-point temperature is changed. The second-order ETP
model better reflects the real operation situation of TCL.

TABLE I
TYPICAL PARAMETERS OF INDIVIDUAL TCL

Parameter

Ra (℃/kW)

Rm (℃/kW)

C (kWh/℃)

Ca (kWh/℃)

Cm (kWh/℃)

δdb (℃)

Value

2

1

10

0.75C

0.25C

1

Parameter

η

T des
set0 (℃)

P (kW)

Tm0 (℃)

T¥ (℃)

L

Value

2

25
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200
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Fig. 5. Comparative results of first-order ETP model with second-order
ETP model.
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In Fig. 6, the cumulative error of SBAM is further im‐
proved by ISBAM over a long time scale. Hence, ISBAM is
more accurate than SBAM in describing the power evolution‐
ary process of ATCLs.

B. Simulation Analysis of Proposed Control Approach

To illustrate the validity of the presented ILMPC with pre‐
scribed performance, a three-layer control architecture is pre‐
sented in Fig. 7, which includes synchronous generators, re‐
newable energy, and one TCL aggregator with a total of
10000 TCLs. WP stands for wind power and PV stands for
photovoltaic. The dispatch plan is first released by the dis‐
patch center at the upper level. The TCL aggregator at the in‐
termediate level will receive the given reference power. At
the lower level, 10000 TCLs are aggregated to participate in
ancillary services by ILMPC approach.

About the selection of parameters, it is known that δ1 and
δ2 are usually taken as 1; r, ρ0, and ρ∞ can be selected ac‐
cording to the initial state of the controlled system and the
desired preset performance. Generally, we use -δ1 ρ(0)< ey0 <
δ2 ρ(0) to determine ρ0; r is larger than zero, and ρ∞ is a posi‐
tive number close to zero. For practical application scenari‐
os, the optimal control parameters can be identified based on
the trial-and-error method and previous experience.

To verify the control performance better, the comparative
analysis with the Lyapunov function-based MPC (LMPC) al‐
gorithm without prescribed performance is investigated and
three cases are conducted.
1) Case 1: Tracking Constant Power

The objective is to regulate ATCLs to provide 40 MW
power in 30 minutes. Six initial conditions of ey0 are 0.0175,
0.0451, 0.0947, -0.0239, -0.0515 and -0.0929, respectively.
The design parameters of the controller and PPF are chosen
as ρ0 = 0.1009, δ1 = 1, δ2 = 1, r = 0.9, and ρ∞ = 0.009. The sim‐
ulation results are given in Figs. 8-10. Figure 8 shows that
the proposed control algorithm is superior to the compara‐
tive algorithm that fails to regulate the tracking error to be
within the PPF bound. The proposed control algorithm also
has a faster transient convergence speed and satisfies the per‐
formance constraint in various initial states.

Moreover, Fig. 8 also shows that the power tracking error
takes some time to be stabilized. The fact is that the change
rate of the set-point temperature is less than the rate of load
flow over the temperature interval to ensure the stability of

the bilinear aggregate model, which makes the load change
of the aggregate model reflect a slow evolutionary process.

For the initial state ey0 = 0.0451 and the reference power
Pref = 40 MW, with the aid of the proposed control algorithm,
we observe the change in the number of TCLs. The result is
shown in Fig. 9. There are 20 temperature intervals, includ‐
ing 10 temperature intervals at ON state and 10 temperature
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intervals at OFF state. We can observe that there are 20
curves and each curve represents the number of TCLs in the
corresponding temperature interval. In the power tracking
process, the number of TCLs in each temperature interval
changes constantly and finally reaches a balance, but it is a
slow evolutionary process and cannot be completed quickly.

Figure 10 shows the convergence of power errors with dif‐
ferent r, which indicates the decreasing rate of PPF. We ob‐
serve that the larger r is, the faster the error convergence
speed will be. But it should be pointed out that r cannot be
selected too large. Otherwise, the result is likely to diverge.
2) Case 2: Tracking Variable Power

We will further validate the improved performance of the
proposed PPF-based ILMPC control scheme. In this case, a
more realistic reference power Pref = 40 + 0.3sin ( πt/3) MW is

used in the first group simulation. The initial tracking error
ey0 =-0.0515 and the design parameters of the controller and
PPF are chosen as ρ0 = 0.05, δ1 = 1, δ2 = 1, r = 0.8, and ρ∞ =
0.006. The simulation results are shown in Fig. 11(a) and
(b). In the second group simulation, we increase the fluctua‐
tion amplitude of the reference power that is Pref = 40 +
0.6sin ( πt/3) MW. The initial tracking error ey0 = 0.0451 and
the design parameters of the controller and PPF are chosen
as ρ0 = 0.05, δ1 = 1, δ2 = 1, r = 0.8, and ρ∞ = 0.01. The simula‐
tion results are shown in Fig. 11(c) and (d). Figure 11 shows
that the proposed PPF-based control can provide better track‐
ing performance for fluctuating reference power and ey can
be retained within the PPF bound compared with the LMPC
scheme without prescribed performance of ey(t) under the
same initial condition.

For practical applications, TCL parameters on the load
side may be different, and there will also be uncertainties on
the generation side. The control effect of ATCLs may be af‐
fected by the change of TCL parameters. The controller
must be robust enough to make sure that the reference signal
can be accurately tracked under external disturbances. In or‐
der to further verify the robustness of the proposed control
algorithm, when the TCL parameters change in the range of
-40%-40%, the tracking effect of the proposed algorithm
and LMPC algorithm is compared and simulated, and the re‐
sults are shown in Fig. 12. The reference power is Pref = 40 +
0.2sin ( πt/3) MW. The initial tracking error is ey0 = 0.0451
and the design parameters of the controller and PPF are cho‐
sen as ρ0 = 0.05, δ1 = 1, δ2 = 1, r = 0.7, and ρ∞ = 0.007.

Figure 12 shows the performance of the proposed ILMPC
and LMPC when the model parameters vary from -40% to
40%. The variations of these parameters have a slight impact
on the control performance for the proposed ILMPC, which
guarantees the tracking power error within the PPF bound

and ensures the robustness of the proposed control algo‐
rithm. However, the LMPC without prescribed performance
cannot guarantee the tracking power error within the PPF
boundary with parameter variations.
3) Case 3: Suppression of Power Fluctuation of Renewable
Energy

The consuming power of ATCLs is used to smooth the
power fluctuation of renewable energy. The desired trajecto‐
ry Pref of ATCLs is delivered by the dispatch center. The gen‐
eration power data and load power data of the system within
two hours are shown in Fig. 13, which shows that the load
power is greater than the generation power in the previous
one hour, owing to the large demand for the rigid load.
Thus, it is feasible to reduce ATCLs to achieve the power
balance between supply side and demand side. In the next
hour, the generation power is greater than the load power
with the unexpected increase of renewable power output.

Due to the suddenness and randomness of renewable pow‐
er output, it is difficult to meet the load demand by only ad‐
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justing the conventional generators, which is restricted by
climbing rates and the minimum technical outputs. By regu‐
lating ATCLs to consume the surplus power of renewable en‐
ergy, the power imbalance will be effectively alleviated and
the curtailment of WP or PV power will also be prevented.

To track the given reference trajectory Pref, the largest val‐
ue among the initial conditions is ey0 =-0.0757 that satisfies
the inequality -δ1 ρ ( )0 < ey0 < δ2 ρ ( )0 . The design parameters

of the controller and PPF are chosen as ρ0 = 0.09, δ1 = 1, δ2 =
1, r = 0.9, and ρ∞ = 0.007. The simulation results are shown
in Fig. 14, which indicates that the proposed control method
demonstrates better control performance with a smaller
steady-state error less than 0.002 p. u. and achieves slightly
faster convergence speed compared with the LMPC method
without prescribed performance, whose steady-state error is
about 0.005 p.u..

V. CONCLUSION

By introducing indoor mass temperature, the original bilin‐
ear aggregate model of TCLs is enhanced by the second-or‐
der equivalent thermal parameter model. An LMPC algo‐
rithm with prescribed performance is proposed for ATCLs to
maintain the power balance between the supply side and de‐
mand side. The conclusions are given as follows.

1) The improved bilinear aggregate model optimizes the
cumulative error of the innovative model over a long time
scale and the dynamic thermal process of ATCLs is de‐
scribed more precisely.

2) The proposed control approach designed in a priori
manner improves the control performance both in steady
state and transient state, and has a faster convergence speed
compared with the algorithm without prescribed performance
function.

3) ATCLs can be effectively dispatched by the proposed
control method to smooth the power fluctuation of renew‐
able energy without increasing dispatch burden on supply
side, and the operating efficiency of the entire system is im‐
proved.

APPENDIX A

The detailed coefficient matrices for the bilinear aggregate
model A:
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where A11A22ÎRF ´F; A12 (D + 1F + 1)= αon; A21 (GF)= αoff;
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other elements of matrices A12, A21 are zeros; F = L 2; and D
and G are the numbers of temperature intervals at the bound‐
ary in the finite difference process.
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