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Abstract——This paper proposes a system identification frame‐
work based on eigensystem realization to accurately model pow‐
er electronic converters. The proposed framework affords an
energy-based optimal reduction method to precisely identify the
dynamics of power electronic converters from simulated or actu‐
al raw data measured at the converter’s ports. This method
does not require any prior knowledge of the topology or inter‐
nal parameters of the converter to derive the system modal in‐
formation. The accuracy and feasibility of the proposed method
are exhaustively evaluated via simulations and practical tests on
a software-simulated and hardware-implemented dual active
bridge (DAB) converter under steady-state and transient condi‐
tions. After various comparisons with the Fourier series-based
generalized average model, switching model, and experimental
measurements, the proposed method attains a root mean square
error (RMSE) of less than 1% with respect to the actual raw
data. Moreover, the computational effort is reduced to 1/8.6 of
the Fourier series-based model.

Index Terms——Dual active bridge, eigensystem realization al‐
gorithm, generalized average model, power electronic converter,
identification.

I. INTRODUCTION

OVER the years, power systems with multiple power
electronic converters have considerably evolved [1] -

[3]. The modern power systems are characterized by an ex‐

ceptional combination of power electronic converters en‐
abling the interface with renewable energy resources, energy
storage resources, microgrids, and DC loads, as depicted in
Fig. 1. These controllable converters are capable of incorpo‐
rating intelligence into the power system because they are
equipped with communication capabilities and can make au‐
tonomous control decisions at the installation site. However,
the interaction between power electronic converters and pow‐
er systems creates complex dynamic behaviors in the entire
grid [1]. Moreover, system-level designers and power system
operators require robust tools to model and analyze the net‐
work and its elements. In particular, power electronic con‐
verters are spread over active distribution networks consist‐
ing of commercial off-the-shelf converters, which need to be
modelled. Typically, manufacturers do not provide the behav‐
ioral model of converters; and consequently, the theoretical
and simulation analyses for interconnection and control pur‐
poses are rendered infeasible. In power systems with a vari‐
ety of converter brands, this problem can be more complex.

Although most of these converters can control the power
flow among the elements, the high penetration of these de‐
vices can increase the probability of conflict between their

Renewable energy sources Energy storage
 resources

To high-power 
microgrids

AC
DC

DC
DC

DC
DC

DC
DC

DC
DC

DC
DC

DC
DC

DC
DC

DC
DC

To DC loads To low-power 
microgrids

To conventional 
AC grid

PCC

Antenna

Fig. 1. DC grid scheme.
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control actions and conventional control devices installed in
power systems. Thus, it is necessary to develop sophisticated
control systems capable of coordinating the entire operation.
In this context, the power electronic converter model is es‐
sential for analyzing, designing, and controlling active net‐
works with high integration of power electronic converter
[1], [2].

In contrast, simulations including those of power electron‐
ic converters are constrained by the contradiction between
the short simulation time step for describing the transient be‐
haviors and the sizable computational loads. These con‐
straints lead to two different approaches for representating
the switching power electronic converter: ① theoretical deri‐
vation or phenomenological approach; and ② measurement-
based approach [3]. The former has traditionally relied on
the detailed knowledge of internal parameters and physical
laws that relate the converter variables by managing a con‐
siderable number of parameters and a complex set of equa‐
tions. All of these require high computational resources for
simulation. By contrast, the measurement-based approach on‐
ly requires the input and output signals of the converter and
their sampling rates. It solely relies on the behavior ob‐
served at the terminals of the equipment [3]-[6].

For large-scale systems, the simulation models should be
formulated as simple as possible; nevertheless, they should
retain relevant information. To reduce the computational bur‐
den and gain additional system-level details, the use of iden‐
tification techniques such as the so-called black-box behav‐
ioral model, has been widely reported [7] - [9]. These meth‐
ods are capable of analyzing the time-domain system re‐

sponse in a simulator with low computational requirements
[10], [11].

In previous decades, various modeling techniques using
phenomenological approaches have been widely introduced
[1], [2], [12]. Among these, the generalized averaging pro‐
cess, which is capable of representing any arbitrary periodic
waveforms through a Fourier series (FS) approach, is widely
employed for the converters that include AC dynamic vari‐
ables. However, all of these phenomenological modeling
methods require detailed and precise knowledge of the inter‐
nal converter parameters and time-consuming simulations
[5], [13], [14]. Although black-box identification techniques
have been widely employed in engineering applications [8],
[9], their applications in power electronic converters have on‐
ly been reported in a few publications [11], [15]-[17].

A practical computer-aided identification method for pow‐
er electronic converters has been presented in [15]. The tech‐
nique requires prior knowledge of the performance character‐
istics of other similar converters. The use of commercial soft‐
ware is necessary to obtain the interconnection data for all
elements inside the converter. In [11], the ability of the pro‐
posed generic frequency-domain model to predict the volt‐
age and current in the converter is demonstrated. This repre‐
sentation is only valid for the converters with pulse-width
modulation. In [16], a converter identification model employ‐
ing a linear state estimator is introduced; however, this sys‐
tem has only been tested for fault identification.

The comparison of the various types of models for power
electronic converters are summarized in Table I.

Most of the proposed models are focused on the design of
parameters as well as converter controllers and operating
modes, neglecting the computational efficiency requirements
for the simulation in large-scale systems. In contrast, the ei‐
gensystem realization algorithm (ERA) has been widely used
for several decades to model power systems, demonstrating
a performance level suitable for multi-signal modeling [31]-

[33]. However, its use in electronic converters has never
been explored. Accordingly, this paper extends the applicabil‐
ity of the ERA approach to precisely identify the dynamic
behavior of power converters using the measurements ob‐
tained from these devices. The primary contributions of the
proposed method are identified below.

This paper introduces a novel implementation of the ERA

TABLE I
COMPARISON OF VARIOUS TYPES OF MODELS FOR POWER ELECTRONIC CONVERTERS

Model

Switching model
[18], [19]

Generalized aver‐
age model by FS
[4], [13], [20]-[22]

Steady-state model
[23]-[25]

Discrete-time mod‐
el [26]-[28]

State-space model
[29], [30]

Proposed ERA
black-box model

Accuracy for pre‐
dicting steady-
state behavior

Very high

High

High

High

Medium

Very high

Accuracy for
open-loop dy‐

namic response

Very high

High

None

High

Low

Very high

Whether model
represents trans‐

former AC current

Yes

Yes

Yes

No

No

Yes

Model or‐
der

2nd order

3rd order

Not appli‐
cable

2nd order

5th and 7th

order

4th and
12th order

Means of model
validation

Simulations and
experimental tests

Simulations and
experimental tests

Simulations and
experimental tests

Experimental tests
with high error

Experimental tests

Simulations and
experimental tests

Computa‐
tional re‐

quirements

Very high

High

Medium

High

Medium

Low

Applicability

Design of nonlinear con‐
troller, study of highly

nonlinear phenomena, and
stability analysis

Simulation and design at
circuit level, design of cir‐

cuit controller

Determination of opera‐
tive modes, design of con‐

verter parameters

Design of digital controller

Simulation of DC vari‐
ables at circuit level

Simulation and design at
system level
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to accurately define the modal information of converter sys‐
tems, extending its applicability from low-frequency to high‐
er-frequency dynamics. This proposed method resolves the
high-frequency (HF) problems reported in [32] - [34] and
overcomes the absence of information resulting from the ne‐
glect of converter manufacturers. The approach does not re‐
quire any prior knowledge of the structure or internal param‐
eters associated with commercial off-the-shelf converters.

The ERA approach exploits the higher singular values that
correspond to the highest energy of the physical system.
This represents an energy-based optimal reduction model for
the identified converter, thus providing a simplified convert‐
er model that reduces the computational effort and simula‐
tion time.

The effectiveness of the proposed identification technique
is assessed by comparing the modeling approaches extensive‐
ly reported in the technical literature. With a root-mean-
square error (RMSE) of less than 1%, the derived results
demonstrate that the proposed method can accurately repre‐
sent the dynamic behavior of the power converter. Moreover,
the computational effort is reduced to 1/8.6 of the FS-based
generalized average model.

Typical of the dynamic characteristics of multivariate sys‐
tems, the replication of the detailed modeling process pro‐
posed in this paper may be applied to other power convert‐
ers.

This paper also derives the FS-based generalized due ac‐
tive bridge (DAB) model in detail with a novel set of state
variables, including the power losses of the coupling trans‐
former. The computational efficiency of this model is exhaus‐
tively compared with that of the ERA model.

The remainder of this paper is structured as follows. The
DAB topology and converter modeling through the ERA are
introduced in Section II. The derivation of the switching and
FS-based generalized average models is presented in Section
III for comparison. The experimental tests and simulation re‐
sults validating the proposed approach are explicated in Sec‐
tion IV. Finally, the concluding remarks are summarized in
Section V.

II. DAB TOPOLOGY AND CONVERTER MODELING THROUGH

ERA

A. Circuit Topology

The DAB converter features bidirectional power flow, in‐
herent soft switching, high power density, galvanic isolation,
buck-boost functionality, and high-efficiency voltage conver‐
sion [5], [13], [14]; its topology is depicted in Fig. 2. This
converter is composed of two single-phase active bridges
(one on the primary (input) side, and the other on the sec‐
ondary (output) side), an HF transformer, a capacitor C on
the output side with eight switches Q1-Q8, and a resistive
load R on the output side. The HF transformer galvanically
isolates the system’s input and output, and provides energy
storage through the winding leakage inductance Lt. The loss‐
es in the transformer are concentrated in the series resistance
Rt. N is the turn ratio of the HF transformer. The input volt‐
age and current are represented in the circuit by vi and ii, re‐

spectively. The voltage and current on the primary side of
the transformer are vp and it, respectively. The voltage and
current on the secondary side of the transformer are vs and
it2, respectively. The output voltage and current are vo and iR,
respectively. is is the addition of the current of C and iR.

B. DAB Converter Modeling Through Eigensystem Realiza‐
tion

The resolution of DAB converter modeling as a discrete-
time system identification problem is presented in this sub-
section [35], where the Markov parameters A, B, C, and D
are unknown. In this case, the discrete-time system represen‐
tation is given by:

ì
í
î

x(k + 1)=Ax(k)+Bu(k)

y(k)=Cx(k)+Du(k)
(1)

where A, B, C, and D are the time invariant matrices; and
u(k), x(k), and y(k) are the input vector, state vector, and out‐
put measurement vector for the kth discrete time instant, re‐
spectively.

Given an output measurement vector y(k)ÎRN ´ 1, the iden‐
tification problem consists of determining the Markov param‐
eters for unit impulse input, such that y is a result yielded
by the state-variable equations. If a sequence of noiseless
measurements of the input-output pairs of a discrete time
system is assumed, the consideration and generation of a ze‐
ro-state response to the known input sequence,
u(0)u(1)u(N), are enabled. The output sequence is pre‐
sented as [35]:

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïï
ï

ï

y(0)=Du(0)

y(1)=CBu(0)+Du(1)

y(2)=CABu(0)+CBu(1)+Du(2)


y(N - 1)=CAN - 1 Bu(0)+CABu(1)+ +Du(N - 1)

(2)

The input and output sequences of the ERA-based model
can be obtained using either the experimental measurements
from the converter or simulated data from the phenomeno‐
logical model if the topology and converter parameters are
available. Hence, the simulation at the system level that in‐
volves multiple converters interacting in an electrical net‐
work can benefit from the computational efficiency of the
ERA model.

In matrix form, the output sequence becomes that given in
(3), where the relationship between the input and output da‐
ta, which is dependent on the Markov parameters, is estab‐
lished as:

+ +
�

�
vi vsvp

ii is

iR

vo
it

Rt Lt
Q1

Q2

Q5Q4
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1?N
+

�

Q3 Q7
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Fig. 2. DAB topology.
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The impulse response is assumed for the system in (1)
and k > 0; hence, the interdependency state x(k) and output
y(k) in terms of the Markov parameters yield:

ì
í
î

x(k)=Ak - 1 B

y(k)=CAk - 1 B
(4)

Moreover, the block Hankel matrix H(k) for the nth output
is defined as:

H(k)=

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú
CAk - 1 B CAk B  CAk - 1 + n B
CAk B CAk + 1 B  CAk + n B

  
CAk - 1 + n B CAk + n B  CAk - 1 + 2n B

(5)

This can be also represented by (6):

H(k)=

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú
C

CA


CAn

Ak - 1 [B AB  An B ] (6)

Then, (6) can be generalized as:
H(k)= ξAk - 1 B (7)

where ξ and Ak - 1 B are the observability and controllability
matrices, respectively. It can redefine the Hankel matrix (5)
relative to the function of the Markov parameters y(k) (k =
012N). Thus, H(k) and H(k + 1) can be described as:

H(k)=

é

ë

ê

ê

ê

ê
êê
ê

ê

ê

ê ù

û

ú

ú

ú

ú
úú
ú

ú

ú

úy(k) y(k + 1)  y(k +N)

y(k + 1) y(k + 2)  y(k +N + 1)

  
y(k +N) y(k +N + 1)  y(k + 2N)

(8)

H(k + 1)=

é

ë

ê

ê

ê

ê
êê
ê

ê

ê
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û

ú

ú

ú

ú
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ú

ú

ú

úy(k + 1) y(k + 2)  y(k +N + 1)

y(k + 2) y(k + 3)  y(k +N + 2)

  
y(k +N + 1) y(k +N + 2)  y(k + 2N + 1)

(9)

By substituting k = 1 and k = 2 in (7), the Hankel matrices
are given by:

ì
í
î

H(1)= ξB
H(2)= ξΑB

(10)

The rank of Hankel matrix H is considerably higher than
the system order due to measurement noise. A reduced-order
model can be derived using its singular values ordered from
the highest to the lowest. To proceed with such calculation,
the singular value decomposition is applied to H(1), resulting
in H(1)=PSQT, where P and Q are the left and right singular
vectors, respectively, and S is a diagonal matrix of singular
eigenvalues (non-negative). Thus, the approximation order
becomes the number of nonzero singular values. Then, H(1)
can be partitioned into H(1)=PS1/2 S1/2QT with ξ =PS1 2 and
B = S1 2QT in (10). Hence, the discrete-time system matrices

in (1) are derived from (10) as:

ì

í

î

ï
ïï
ï

ï
ïï
ï
ï
ï

A = S-1/2 PT H(2)QS-1/2

B = S1 2QT

C =PS1 2

D = y(0)

(11)

After estimating the Markov parameters in (1) in discrete
time, the continuous-time state-space model is derived using
the MATLAB function d2c. The system is then transformed
into a state-space representation in continuous time using the
MATLAB function ss. Finally, the transfer function becomes:

H(s)=C(sI -A)-1 B +D (12)

C. ERA Analysis with Multiple Outputs

For numerous output channels, the matrix YmÎRN´m is
shaped by m column arrays corresponding to single channels as:

Ym =[y{1} y{2}  y{q}  y{m}] (13)

where the qth column is represented by y{q}=
[y(0)y(1)y(N - 1)]T. Thus, the multivariate representation
is defined by:

é
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ê
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YN

=

é
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ê

ê

ê

ê
êê
ê

ê

ê
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û

ú

ú

ú

ú
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ú

ú

ú[y{1}
0 y{2}

0  y{m}
0 ]T

[y{1}
1 y{2}

1  y{m}
1 ]T


[y{1}

N - 1 y{2}
N - 1  y{m}

N - 1 ]T

(14)

Similar to (2), the input-output measurement pairs of an
known input allow the output sequence for multiple channels
to be expressed as:

ì

í

î

ï

ï
ïïï
ï

ï

ï

ï

ï
ï
ïï
ï

ï

ï

Y0 = D͂

Y1 = C͂B͂

Y2 = C͂A͂B͂


YN - 1 = C͂A͂N - 1 B͂

(15)

Notably, (15) follows the same sequence as (4) of the
Markov parameters for multiple channels (named as A͂, B͂, C͂,
and D͂). Consequently, (7) can also be expressed for multiple
outputs channels as H͂(k)= ξ͂A͂k - 1 B͂. The block Hankel matrix
in (8) is transformed into:

H͂(k)=

é

ë

ê

ê

ê
êê
ê

ê

ê ù

û

ú

ú

ú
úú
ú

ú

ú
Yk Yk + 1  Yk +N

Yk + 1 Yk + 2  Yk +N + 1

  
Yk +N Yk +N + 1  Yk + 2N

(16)

By assuming k = 1 and k = 2 in (16), Hankel matrices H͂(1)
and H͂(2) can be derived using (10).

Then, B͂ and A͂ can be obtained from H͂(1)ÎRm(N/2 - 1)´(N/2 - 1)

and H͂(2)ÎRm(N/2 - 1)´(N/2 - 1), respectively. Therefore, the Markov
parameters for multiple output channels are:

ì

í

î

ï
ïï
ï
ï
ï

ï
ïï
ï
ï
ï

A͂ = S͂-1/2 P͂T H͂(2)Q͂S͂-1/2

B͂ = S͂1 2Q͂T

C͂ = P͂S͂1 2

D͂ =Y0

(17)
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III. SWITCHING MODEL AND FS-BASED GENERALIZED

AVERAGE MODEL

The FS-based generalized average modeling is the most
frequently used method for resonant and multi-resonant con‐
verters [4], [13], [21]. This renders the technique suitable for
comparison with the ERA proposed in this paper. The gener‐
alized average modeling technique allows the characteriza‐
tion of the dynamic behavior of AC variables and the repre‐
sentation of any arbitrary types of waveforms as a sum of si‐
nusoids. However, deriving the converter model using this
technique requires extensive knowledge of the physical be‐
havior of the circuit and exact converter parameter values;
and considerable efforts of designer are also necessary. In
this paper, the generalized average model is only used for
comparison. Thus, this section details a switching model and
general average model contingent on an FS representing a
sliding window with a novel set of DAB converter state vari‐
ables. In this case, the transformer current it and output ca‐
pacitor voltage vo are selected as state variables.

A simple phase-shift modulation (SPSM) scheme is adopt‐
ed in this paper to control the power flow between the input
and output terminals [36], [37]. Based on the operation prin‐
ciples of SPSM, the primary and secondary bridges are con‐
trolled by square-wave voltages with a 50% duty cycle and
fixed frequency [14], [20]. The phase shift φ among the driv‐
ing signals regulates the direction and magnitude of the pow‐
er flowing through Lt between the input and output sides.
The model is derived by assuming that the magnetizing
transformer current is insignificant, the voltage drops across
the switches and capacitor are negligible, and the switching
transients are not detectable. Moreover, the input capacitance
is relatively large; hence, the dynamics of the input capacitor
are not considered. The switch gate signals over each bridge
are displayed in Fig. 3, where T is the switching signal peri‐
od.

The power transferred to both bridges is defined as [4],
[5], [13], [14], [20]:

P =
|vi||vo|

2Nfsw Lt

d(1 - d)=
|vi||vo|

2πNfsw Lt

φ
(π - φ)
π (18)

where fsw = 1/T is the switching frequency; d is the phase
shift ratio equal to φ/π; and φ is the phase shift in radians.

The voltage at the input terminal (referred to the output ter‐
minal) is expressed as vp = vs /N. Using the SPSM, the volt‐
age on the transformer input side vp has two possible states:
vi when switches Q1 and Q2 are ON, and -vi when switches
Q3 and Q4 are ON. The input terminal voltage vp can be de‐
fined as:

vp = S1vi (19)

where the switching function at the input terminal S1 is giv‐
en by:

S1 =

ì

í

î

ïïïï

ï
ïï
ï

1 0 < t £
T
2

-1
T
2
< t £ T

(20)

At the output terminal, this becomes:

vs = S2vo (21)

where the switching function at the output terminal S2 is giv‐
en by:

S2 =

ì

í

î

ïïïï

ï
ïï
ï

1 φ < t £
T
2
+ φ

-1 0 < t £ φ or
T
2
+ φ < t < T

(22)

Using Kirchhoff’s laws and the state equations of DAB
converter for switching, the time-varying and nonlinear mod‐
el can be derived as:

C
dvo

dt
=-

vo

R
+ S2

it

N
(23)

Lt

dit

dt
=-Rtit - S2

vo

N
+ S1vi (24)

where it =Nit2; and is = S2it2 = S2it /N.
The average method may be applied to derive a time-in‐

variant model. It represents each state variable x(τ) by the re‐
al and imaginary coefficients of the FS for t - T £ τ £ t to ob‐
tain the switching moving average model [4]. The time-in‐
variant model can be derived by applying the definition pre‐
sented in (26) to average S1 and S2 within a commutation pe‐
riod T. Additionally, the parameters of DAB converter are as‐
sumed to be constants. In this way, the generalized average
model is invariant in time, because it does not explicitly con‐
tain the variable t [13], [21].

The error between the switching model and average mod‐
el can be reduced by increasing the value of the FS coeffi‐
cient; however, this increases the complexity of the model,
and no additional information for controller design or sys‐
tem-level analysis is obtained. In this paper, the coefficient
k = 0, 1, and -1 are studied.

x(τ)=∑
k =-¥

¥

x k (t)ejkωoτ (25)

where ωo = 2πfsw = 2π/T; and x k (t) is the kth complex FS de‐

composed into real and imaginary components in continuous
time, given by:

x k (t)=
1
T ∫t - T

t

x(τ)(cos(kωoτ)- jsin(kωoτ))dτ (26)

The DC term x 0 (t) denoting the average value of signal

x(τ) in (26) can be deduced by setting ωo = 0 in (26).

S1 over primary bridge

S2 over primary bridge

t

t

T=2π

1

-1

1

-1

(a) 

(b) 
T/2 T

T

T/2�φ

T/2 (50% duty cycle)

φ

T/2�φφ T/20

0

Fig. 3. Waveforms of switching functions S1 and S2 during one switching
cycle. (a) S1. (b) S2.
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The DAB converter described by (23) and (24) can be ex‐
pressed in terms of its Fourier coefficients using the time-de‐
rivative of the kth coefficient for variable x and the properties
of Fourier coefficients [13], [21]. The DC component (k = 0)
of vo is defined by (27), and its real and imaginary parts are
established by (28) and (29), respectively.
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The zero and first harmonic components of the transform‐
er current are derived as (30)-(32).
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The kth coefficient of the FS for switching signals S1 and
S2 are derived by substituting (20) and (22) into (26). The
signals S1 and S2 are symmetric and only have the AC com‐
ponent by assuming a 50% duty cycle, i. e., its DC compo‐
nent can be calculated in such a way that S1

0
= S2

0
= 0.

Thus, the real and imaginary components for the first coeffi‐
cient values of S1 and S2 can be derived as:
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The dynamics of vo and vi may be assumed to be extreme‐
ly slower compared with the other dynamics; thus, vo =Vo +
VRipple, where Vo is the output voltage in RMS and VRipple is
the ripple of the output voltage, such that |VRipple| <<Vo. Con‐
sequently, this paper assumes that vo

1R
= vo

1I
= vi

1R
=

vi
1I
= 0. Hence, vo and vi can be expressed as Vo and Vi us‐

ing only the DC component, respectively. The transformer
current only has AC components, i.e., it

0
= 0. Based on the

foregoing assumptions and substituting (33), (34) into (27) -
(32), the generalized average model of DAB is derived in
matrix form as:
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The straightforward implementation of the DAB average
model, derived by FS analysis, can be achieved by embed‐
ding the differential equation in (35) on a MATLAB func‐
tion in Simulink. Moreover, the parameters and an integra‐
tion loop have to be defined, as shown in Fig. 4.

IV. EXPERIMENTAL TESTS AND SIMULATION RESULTS

This section presents the experimental tests and simulation
results of the proposed ERA model applied to the DAB con‐
verter under both transient and steady-state conditions. Sever‐
al comparisons are implemented to verify the effectiveness
of the ERA modeling method and precisely identify the dy‐
namic behavior of power electronic converters with a sub‐
stantially reduced computation time. The time response of
the ERA model is compared with those derived from the
DAB experimental measurements, DAB switched circuit
(SC) model, and FS-based generalized average model. The
data used to identify the system are gathered with respect to
the response of the system to a step signal from 0° to 90° in
φ in two scenarios: ① using measurements from the DAB
SC simulation; and ② using the measurements at the input
and output ports of the actual DAB prototype. The simula‐
tions are executed using the MATLAB/Simulink software.
Meanwhile, the DAB prototype is hardware-implemented.

To practically validate the proposed method for modeling

φ

Vo(k)

Vo(k 1)
fsw N R RtCLt

K
1 z 1

K
1 z 1

K
1 z 1

Eq. (35)
it   1R(k 1)

it   1I(k 1)it   1R(k)

it   1I(k)

Fig. 4. Averaged model implementation by FS.
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the DAB converter, experiments are conducted on an actual
DAB prototype. The simulation and experimental parameters
of the electronic converter shown in Figs. 2 and 5 are listed
in Table II.

The measurements of vi, vo, and it are monitored by the
test probes in the DAB prototype. They are recorded via the
DSO4048C scope at a sampling rate of 1 MHz. The sam‐
pling rate of electrical signals must be uniform and exceed
the highest frequency of the signal by at least a factor of
two to be retained in the model. However, the minimum
sampling frequency is recommended to be at least 10 times
higher than the maximum frequency of the measured vari‐

able [38].
The SPS modulation strategy and the proportional-integral

(PI) controller are implemented using the F28335 digital sig‐
nal processor (Texas Instrument) and a self-powered control
board. The embedded software is completely developed in
C, and its online coding is available in [39]. The active
bridges are formed by eight TP65H035WSQA GaN power
switches, each equipped with integrated anti-parallel diode,
isolated drivers, and sources. The real DAB prototype is im‐
plemented with independent functional modules, as present‐
ed in Fig. 5(a).

In the open-loop experimental results, vo increases up to
50.5 V at 73.5 ms due to the change in φ from 0° to 90° .
When the step-change occurs, a slight oscillation is observed
in the input voltage caused by the rapid absorption of the
current from Lt and C. The surge in the transformer current
it in the steady state exhibits the typical waveform for vo > vi.

The straightforward implementation of ERA described in
Section II proceeds by eliminating the voltage and transform‐
er current signals obtained from the actual data at a 1 MHz
sampling rate by a factor of 40. This enables the attainment
of a frequency rate reduction of up to 25 kHz.

Two criteria are established for selecting the correct order
of the ERA model: ① the total energy of the singular values
for matrix H(1); and ② the magnitude of the first singular
values for H(1), as illustrated in Fig. 6(a) and (b), respective‐
ly. The former criterion derives the 12th-order ERA (12ERA)
model, which is achieved by assigning 71.33% of the total
system energy. However, the reduction in the order of the
ERA model is realized by comparing the magnitudes of the
first singular values of matrix H(1). Notably, in Fig. 6(b), the
first four values significantly exceed the magnitudes of the
following singular values, resulting in the 4th-order ERA
(4ERA) model, which is selected for comparison in this pa‐
per. Appendix A presents the system identification of the
12ERA and 4ERA models.

The time-domain results of the output voltage vo and leak‐

vi vo
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Fig. 5. Experimental setup. (a) DAB prototype. (b) Dynamic response of
vo, vi, and it when φ changes from 0° to 90° in step shape.

TABLE II
SIMULATION AND EXPERIMENTAL PARAMETERS

Parameter

Load resistor R

DC bus capacitor C

DC input voltage vi

DAB leakage inductance Lt

DAB transformer ratio

DAB switching frequency fsw

Sample time

Phase shift φ

Value

53.4 Ω

340 μF

31 V

1.02 mH

1:1

3000 Hz

1 μs
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150000
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Fig. 6. Magnitudes of first singular values and their energies for H(1). (a)
Magnitude. (b) Energy.
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age transformer current it for the 4ERA, 12ERA, FS, and SC
models as well as for the experimental measurements are il‐
lustrated in Fig. 7. The actual measurements are assumed as
a base for comparison. Figure 7(a) indicates that the output
voltage is consistent in both transient and steady-state re‐
sponses with an approximate settling time of 73 ms for all
compared models. The transient response of all models in
this plot matches the similar behavior of the prototype. Fig‐
ure 7(b) shows the leakage transformer current it for the
4ERA, 12ERA, FS, and SC models, and the experimental
measurements. Notice that it only has AC components, and
the 4ERA, 12ERA, and FS models can describe the magni‐
tude and temporal evolution of the transformer current in
contrast with the experimental measurements. In this test,
the output results predicted by the FS model are only sinu‐
soidal approximations of the current. This is because the FS
model only considers the sum of sinusoids in the FS with k =
0, 1, and −1. The transformer current achieved by the 4ERA
model also has a pure sine waveform; nevertheless, this mod‐
el allows gaining a better approximation of the average cur‐
rent value. By contrast, the 12ERA model approximation of
the transformer current waveform is considerably superior to
those of the other models. The results demonstrate the accu‐
racy of the DAB dynamic modeling driven by both the
4ERA and 12ERA models.

The reduction in the computational effort that the ERA
model affords is shown in Fig. 8. The summary of the Simu‐
link profile report under the same simulation conditions is
utilized to obtain the simulation metrics; each model is simu‐
lated 100 times with a sampling time of 1 µs. The computer
system has a 2.1 GHz AMD Razor 5 processor, 20 GB
RAM and 64-bit WIN10 operation system. The simulation
time data are used to construct the statistical report present‐
ed in Fig. 8. For each model, x̄ and σ are the mean and stan‐
dard deviations of the simulation time, respectively. The re‐
port highlights that the ERA model runs 8.55 and 1.51 times
faster than the FS and SC models, respectively.

The SC, FS, 4ERA, and 12ERA models as well as the fre‐

quency spectra from the experimental measurements validate
the frequency content in the output voltage and transformer
current channels, as shown in Fig. 9(a) and (b), respectively.
In contrast with the experimental measurements, the ana‐
lyzed models exhibit a close harmonic content. The frequen‐
cy spectra of the output voltage vo devote a considerable
amount of energy to the frequency components approaching
0 Hz and a small spectral content at the switching frequency
and its harmonics. On the contrary, the frequency spectra of
the transformer current models present the highest amount of
energy at the switching frequency of 3 kHz and its harmon‐
ics.

The steady-state performance is evaluated for the FS mod‐
el and the 4ERA and 12ERA models through the frequency
response using the Bode diagrams, as depicted in Fig. 10.
Note that the models are similar in terms of magnitude and
phase; however, the 12ERA model represents the switching
frequency and its similar harmonics in greater detail.

Figures 11 and 12 depict the RMSE simulation results and
signal-to-noise ratio (SNR) metrics between the FS, 4ERA,
and 12ERA models compared with the SC model. The error
metrics between the calculated models and the reference sig‐
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nal allow the quantitative comparison of the precision of the
proposed ERA model with other models and reference sig‐
nal. An SNR of 31 dB for the 12ERA model indicates that
the approximation error energy is up to 1000 times smaller
than that of the switched model, indicating a suitable match
among the models. In contrast, the approximation error ener‐
gy for the FS and 4ERA models is only 10 times smaller.
For the RMSE, the smallest values are attained by the
12ERA model in both voltage and current channels.

A comparison between the identified 12ERA model re‐
sponse and actual converter response is shown in Fig. 13
when the input phase φ is perturbed and the input voltage is

kept constant. This perturbation is introduced by two step-up
phases: ① from 0° to 45°; and ② from 45° to 90°. Under
these conditions, 70 ms elapse before the model and actual
converter reach the settling time. Figure 13 indicates that
both responses are extremely similar; hence, the output volt‐
age of the converter has been properly modeled. The pro‐
posed model can be used to predict the performance of con‐
verter in similar scenarios in which the model is computed.

The ERA model can be applied with low computational ef‐
fort to simulate the system level in electrical networks with
a high penetration of electronic converters or to tune power
circuit controllers, as detailed in Fig. 14.

The 12ERA model is employed to tune the PI controller
through the root geometric place methodology to increase
the robustness of the system in the presence of significant
load changes. The computed parameters for the controller
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are kp = 3.8×10-3 and ki = 0.5×10-3. The controller perfor‐
mance is verified by applying a 100% step load increase, re‐
sulting in a 12 V voltage drop and allowing 670 ms to
elapse before returning to the steady-state condition. Al‐
though the closed-loop system is tuned to operate with re‐
spect to an operating point, the controller parameters enable
the system to function under extreme conditions with accept‐
able results, evincing the applicability of the proposed mod‐
eling technique.

V. CONCLUSION

Simplified models are particularly essential system-level
representations for balancing accuracy and complexity in the
analysis and simulation of systems highly interfaced with
power electronic converters. This guarantees the trade-off be‐
tween the precision and the level of detail required for analy‐
sis. In such a context, the systematic procedure presented in
this paper can construct scalable models at the system level
with a reasonable computational cost.

The proposed modeling approach driven by the eigensys‐
tem realization is compatible with the system-level analysis
approaches typically applied to large-scale power systems.
Although this paper is focused on the system identification
framework for DAB converters, the modeling procedure can
be applied to any converter topology with considerable preci‐
sion, representing the switched-mode analysis with sufficient
details. Such simplicity of the proposed method renders it ac‐
cessible to the power system and power electronic engineers.

Via the ERA, this paper has also demonstrated that a dy‐
namic model based on the optimal energy reduction for the

DAB converter from the measured response can be feasibly
derived. After assessing the ERA-based DAB model under
steady-state and dynamic conditions, appropriate modeling
with sufficient precision can be ensured. The identified sys‐
tem captures the maximum energy represented by the higher
singular values corresponding to the highest energy of the
physical system.

Given the multiple outputs of ERA-based modeling, the
observability of the physical system can be attained, allow‐
ing its identification with any phase perturbations in the
DAB phase-shift modulation.

The results indicate that the proposed DAB model, given
its adaptability, can track changes in voltage and current rip‐
ples even under noisy conditions. It has the capacity to ex‐
cite and render all system frequencies evident, allowing the
capture of the system modal information. This method signif‐
icantly improves the accuracy of the transformer current
model, which is absent from the DAB models derived using
the FS. Accordingly, the eigensystem realization driven ap‐
proach is regarded as an emerging powerful and reliable tool
for power electronic converter modeling.

APPENDIX A

Appendix A presents the system identification. For the
identified 12ERA model of the DAB, the Markov parame‐
ters in continuous-time are given by (A1). These are ob‐
tained after applying the MATLAB function d2c to the dis‐
crete-time system in (17). In the same way, the state-space
model for the identified 4ERA model is represented by (A2).
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