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Abstract—Regional photovoltaic (PV) power prediction plays an important role in power system planning and operation. To effectively improve the performance of prediction intervals (PIs) for very short-term regional PV outputs, an efficient nonparametric probabilistic prediction method based on granule-based clustering (GC) and direct optimization programming (DOP) is proposed. First, GC is proposed to formulate and cluster the sample granules consisting of numerical weather prediction (NWP) and historical regional output data, for the enhanced hierarchical clustering performance. Then, to improve the accuracy of samples’ utilization, an unbalanced extension is used to reconstruct the training samples consisting of power time series. After that, DOP is applied to quantify the output weights based on the optimal overall performance. Meanwhile, a balance coefficient is studied for the enhanced reliability of PIs. Finally, the proposed method is validated through multi-step PIs based on the numerical comparison of real PV generation data.

Index Terms—Regional photovoltaic outputs, prediction intervals, granule-based clustering, direct optimization programming, nonparametric probabilistic prediction.

NOWADAYS, the high penetration and inherent variability of renewable energy generation introduce significant challenges to the power system operation [1]–[5]. Accurate prediction of renewable energy generation variations allows timely adjustment of the dispatching schedules [6]–[8], so as to reduce system reserves and consequent operational costs [9].

Several studies concerning probabilistic predictions of renewable generation have been done in the past years [10], [11]. These probabilistic predictions are very important for the quantitative prediction of photovoltaic (PV) system generation, similar to wind power generation [12], [13]. In [14] and [15], parametric prediction intervals (PIs) based on the error assumption of normal distribution and deterministic prediction were studied. In [16], a multi-model approach was studied via a combination of parametric and nonparametric PIs. Even though PV generation has high randomness and uncertainty, which brings difficulties in accurately assuming the error distribution, certain periodicity helps improve the utilization of training samples according to the specific type of weather [17]. Based on weather information such as cloud coverage, humidity, and solar irradiance, typical days of samples were classified as sunny, cloudy, and rainy days in [18]. Using the specific types of weather modeling, the performance of PIs was greatly improved. In [19], the prediction errors of PV generation were proven to be unable to completely satisfy assumed probability distributions such as Beta and Gaussian. Therefore, nonparametric methods are of great significance for the probabilistic prediction of PV generation. In [20], an efficient nonparametric PI approach was proposed based on extreme learning machine (ELM) and quantile regression (QR) for PV generation, achieving high reliability and efficient computation. In [21], a novel machine learning based linear programming (MLLP) approach was proposed, which considered both reliability and sharpness. The performance of PIs was evaluated by both reliability and overall performance considering sharpness [15]. Among them, the overall performance is a decisive criterion, the reliability is an important observation criterion, and the sharpness is an auxiliary criterion. The PI constructions of the
conventional nonparametric methods mainly focus on reliability or the combination of reliability and sharpness. It is worth mentioning that the overall performance of PIs depends not only on reliability and sharpness but also on the offsets of points outside PIs. Thus, to improve the forecasting performance considering overall performance and reliability, direct optimization programming (DOP) is proposed in this paper by directly optimizing the cost function of the overall performance criterion of PIs using a simple linear programming (LP) method.

Recently, lots of clustering techniques have been studied to improve the accuracy of samples’ utilization. In [22], input data were clustered based on weather stability, the uncertainty obtained by a deterministic prediction model, and the uncertainty defined by several numerical weather prediction (NWP) updates using self-organized maps (SOMs). Using the above clustering technique, radial basis function neural networks (RBFNNs) could provide quantile predictions with high reliability. In [23], a novel RBFNN clustered the input samples based on their variable importance and significantly improved the forecasting accuracy of PV power. In [24], SOM divided the data into three nonlinear parts of the wind power curve. In [25], an improved fuzzy C-means (FCM) clustering algorithm was proposed to improve the accuracy. In [26], a clustering-based prediction method using weather forecast and historical power data was studied for regional PV power. In [27], the hierarchical clustering-based prediction method was studied. In this application, after each iterative calculation of hierarchical clustering, the centers of clusters, quantified by calculating the average of inputs in each cluster, were shifted. Besides, the quantification of cluster centers is affected by the outliers. The clustering only considered the distance of samples, neglecting analysis of variance. In [28] and [29], information granule-based neural networks (IGNNs) were designed to study the deterministic prediction of time-series data with the clustering of training samples. The experimental results showed that neural networks constructed on a basis of information granules (IGs) improved the forecasting performance in an efficient manner and produced meaningful estimates. In [30], based on IGNN, a novel approach of optimal granule-based PIs (OGPIs) was applied for enhanced forecasting performance by segmenting the power time series into granules to capture the variability. The numerical comparison revealed the effectiveness of granular computation to reduce the adverse effect caused by the volatility of high-resolution (1-min resolution) power time series. However, the IGs directly segmenting the power time series into granules will reduce the number of training samples, which may be infeasible due to the potential insufficiency of training samples under a typical season and weather condition with a resolution of 15 min or 1 hour. Inspired by the PI construction of IG, a granule-based clustering (GC) approach and the construction of related sample granule are proposed in this paper for the improvement of hierarchical clustering to consider the variance of samples and reduce the adverse impact of cluster center shifting and outliers.

The proposed sample granule represented by a matrix composed of several clustering samples is studied to improve the clustering performance, and is constructed based on the iterative quantifications of mergence and division processes for the training samples. Each row vector in the matrix represents a clustering sample consisting of PV power time series as prediction model input and solar irradiance from NWP. After the granulation process of clustering samples, the sample granules are clustered. Then, the sample granules are restored to original samples, of which the PV power data are used as prediction model input for training with unbalanced extension of training samples rather than the conventional clustering methods that only study the high correlation samples or directly segment the time series into granules. The objective of the proposed GC and unbalanced extension is to improve the training performance and avoid the potential lack of training samples for probabilistic prediction.

Moreover, in recent years, several research works have been devoted to regional power prediction. In [31], the statistical upscaling method was utilized to predict the very short-term PIs of regional PV power generation. The performance of the prediction model was affected by the accuracy of sub-region division and the selection of representative PV stations. In [32], a prediction model for regional power output was proposed, considering the smoothing effect. The effectiveness of the smoothing method by weighting the historical regional wind power output was proved in [33]. From the perspective of regional power output, the influence of output fluctuations of local wind farms is ameliorated and the aggregated regional power output tends to be smooth, compared with the power output of a single wind farm. Similarly, the regional PV generation based analysis can reduce sudden changes of outputs and the impact of scattered clouds on the uncertainty of PV generation.

So far, with the increasing demands for effective prediction technologies, the significance of probabilistic predictions for regional PV power generation has also increased. In this paper, a novel nonparametric PI method for very short-term regional PV power generation is proposed. The main contributions of this paper are as follows.

1) GC is proposed in this paper, which can construct sample granules to improve the clustering performance. It reduces the adverse impacts caused by the iterative calculation, including shifted cluster centers and outliers, and provides reasonable analysis of sample variance for the enhanced clustering performance.

2) After unbalanced extension for accurate utilization of all training samples, DOP is proposed to improve the overall performance of PIs based on the criterion of interval score by efficient LP. Moreover, a balance coefficient is proposed to enhance the reliability of PIs for better robustness.

The rest of the paper is organized as follows. In Section II, the methodology of the proposed method is described. The construction of PIs is presented in Section III. Case studies are performed to verify the performance of the proposed method in Section IV. Finally, conclusions are drawn in Section V.
II. METHODOLOGY OF PROPOSED METHOD

In this section, the proposed GC is presented first. Then, the training samples are extended with unbalanced multiples by different weights to enhance the utilization of samples. Finally, DOP is proposed to obtain the output weights for optimal overall performance and reliability of PIs, considering the balance coefficient.

A. GC Theory

In the proposed GC, training samples are divided into sample granules based on their significant differences, which can reduce the deviation in the clustering process. Then, hierarchical clustering is utilized for the sample granules. The diagram of the proposed GC consisting of three stages is shown in Fig. 1, where \( g_G \) denotes the number of the existing sample granules. First, the data are processed in stage 1. Then, in stage 2, the sample granulation process, including the division process and the mergence process, is quantified. Finally, in stage 3, hierarchical clustering is utilized for the sample granules.

![Diagram of proposed GC consisting of three stages.](image)

**Stage 1**

1. Input PV power time series and NWP data as samples
2. Set all the samples as a sample granule
3. Quantify the division process of the \( n \)th sample granule
4. Update the number of sample granules as \( g_G \)

**Stage 2**

1. Can the sample granules be divided?
2. Can the sample granules be merged?
3. Quantify the mergence process of the existing sample granules

**Stage 3**

1. Utilize hierarchical clustering based on sample granules

**Fig. 1.** Diagram of proposed GC consisting of three stages.

1) **Stage 1: Data Preprocessing**

Based on the time series of historical PV power generation and solar irradiance from NWP, the set of training samples is formed. Besides, considering that irradiance has a direct correlation with PV generation [18], its forecasting data are helpful in enhancing the clustering performance. Based on the capacity and solar irradiance forecast of each PV station, the regional composite irradiance is defined as:

\[
R_c = \frac{\sum_{i=1}^{M} C_i I_i}{\sum_{i=1}^{N} C_i}
\]

where \( R_c \) is the value of regional composite irradiance; \( M \) is the number of PV stations; and \( C_i \) and \( I_i \) are the capacity and the irradiance of the \( i \)th PV station, respectively.

2) **Stage 2: Sample Granulation Process**

Sample granules consisting of regional PV power observations and regional composite irradiances are studied, and their input variables are in turn utilized as analysis variables. At each iteration, sample granules are divided or merged based on the Wikis likelihood criterion for optimal critical values of variables [34]. Each sample granule with a significant difference is divided into two new granules, while the sample granules with no significant difference are merged. The values of \( F \) statistic are utilized to determine whether the sample granules need to be divided or merged. This process goes on until all sample granules can no longer be divided or merged.

The \( F \) statistic of two sample granules \( \mathbf{e} \) and \( \mathbf{h} \) is quantified by:

\[
F(d, n_e + n_h - d - 1) = \frac{1 - A n_e + n_h - d - 1}{A} \frac{n_e + n_h - d - 1}{d}
\]

\[
A = \frac{|A|}{|A + B|}
\]

\[
A = \sum_{i=1}^{n_e} (\mathbf{e}_i - \bar{\mathbf{e}})^\top (\mathbf{e}_i - \bar{\mathbf{e}}) + \sum_{i=1}^{n_h} (\mathbf{h}_i - \bar{\mathbf{h}})^\top (\mathbf{h}_i - \bar{\mathbf{h}})
\]

\[
B = \frac{n_e n_h}{n_e + n_h} (\bar{\mathbf{e}} - \bar{\mathbf{h}})^\top (\bar{\mathbf{e}} - \bar{\mathbf{h}})
\]

\[
\bar{\mathbf{e}} = \frac{1}{n_e} \sum_{i=1}^{n_e} \mathbf{e}_i
\]

\[
\bar{\mathbf{h}} = \frac{1}{n_h} \sum_{i=1}^{n_h} \mathbf{h}_i
\]

where \( F \) is the value of \( F \) statistic; \( A \) is the auxiliary variable, and the smaller the value of \( A \), the larger the difference between the sample granules; \( A \) is the sum of squares of differences within groups; \( B \) is the sum of cross-product matrix; \( \mathbf{e} \) and \( \mathbf{h} \) are the \( i \)th and \( j \)th row vectors of \( \mathbf{e} \) and \( \mathbf{h} \), respectively; \( \bar{\mathbf{e}} \) and \( \bar{\mathbf{h}} \) are the mean vectors, which represent the centers of sample granules \( \mathbf{e} \) and \( \mathbf{h} \), respectively; \( n_e \) and \( n_h \) are the numbers of samples of \( \mathbf{e} \) and \( \mathbf{h} \), respectively; and \( d \) is the number of variables in each sample. \( F_{1-\alpha_f} \) is the critical value of \( F \) statistic that determines if the difference of two sample granules is significant, which represents the value of \( F_{1-\alpha_f}(d, n_e + n_h - d - 1) \), and \( 1 - \alpha_f \) is the predetermined confidence. If \( F \geq F_{1-\alpha_f} \), there is a significant difference be-
between the sample granules. In the division process, the sample granules with submatrices of significant differences are divided, while the sample granules with insignificant differences are merged.

Based on (2)-(7), the division process is as follows.

**Step 1:** for each variable, sort the clustering samples according to their values. For \( n_e \) varying from 1 to \( n_e+h−1 \), where \( n_e+h \) is the number of samples of the original sample granule, quantify the values of \( A \).

**Step 2:** obtain the minimum \( A \) and the corresponding critical values \( F_{1−α} \) and \( F \). If \( F≥F_{1−α} \), the granule needs to be divided into two new granules.

The detailed division process of sample granules is shown in Fig. 2, which aims to determine if the submatrices with the maximum \( F \) statistic value \( F_{\text{max}} \) need to be divided.

![Fig. 2. Diagram of division process of sample granules.](image)

**3) Stage 3: Hierarchical Clustering**

Based on the result of granulation process, the centers of granules can be obtained by quantifying the mean value of the clustering samples. Then, the hierarchical clustering approach [27] is utilized to cluster the centers of sample granules. Different from the utilization of granules as inputs of the neural network in [30], the proposed granulation process is only used for enhanced clustering, not for prediction model training. After clustering, the sample granules are restored to the original samples, and then the PV output data are used for model training. In the proposed method, clustering samples are used for GC, while training samples are used for model training, given by:

\[
S_t = \{S_{c_t}, R_t\}
\]

where \( S_t \) and \( S_{c_t} \) denote the \( t\)th clustering sample and training sample, respectively; and \( R_t \) is the corresponding regional composite irradiance.

**B. Unbalanced Extension of Samples**

The clustering method is usually utilized to select the samples with high correlation for training to improve the forecasting performance [8]. However, for the probabilistic prediction model, the removal of samples through screening will result in a certain loss of training sample information. In order to improve the accuracy of training samples’ utilization, based on the clustering results, the unbalanced extension of samples is used to process the training samples. Based on the distances of clusters, the similarity of clusters, which is set as the coefficient of unbalanced extension, is quantified by:

\[
Sim_i = \exp \left( -\frac{\sqrt{\sum_{j=1}^{k} (\bar{p}_j - \bar{c}_i)^2}}{\sqrt{n}} \right)
\]

where \( Sim_i \) denotes the similarity between the cluster to be predicted and the \( i\)th cluster of training samples; \( \bar{p}_j \) denotes the \( j\)th variable of the center of the cluster to be predicted; and \( \bar{c}_i \) denotes the \( i\)th variable of \( \bar{c}_i \) which denotes the \( i\)th cluster center.

In the proposed method, a cluster center is defined by:
where \( \bar{g}_j \) and \( g_{i,j} \) denote the \( j^{th} \) variables of the cluster center and the \( i^{th} \) sample, respectively; and \( T_g \) denotes the number of samples.

The extension multiple to the samples from the cluster to be predicted is defined by:

\[
E_i = \left\lfloor \frac{\text{Sim}_i/e}{} \right\rfloor + 1 \quad i = 1, 2, ..., N
\]

where \( E_i \) denotes the extension multiple of samples for the \( i^{th} \) cluster; \( e \) is the partition coefficient; \( \left\lfloor \cdot \right\rfloor \) denotes the function of rounding down the number; and \( N \) denotes the number of clusters.

The unbalanced extension is applied to adjust the effects of sample clusters on the testing samples, rather than simply removing clusters of samples with low correlations. The training samples \( S_t \) for a sample cluster to be predicted are reconstructed by:

\[
S_t = \{ S_{t,1}, S_{t,2}, ..., S_{t,T} \} \quad i = 1, 2, ..., N
\]

where \( S_t \) denotes all training samples of the \( i^{th} \) cluster, and its extension multiple is represented by \( E_i \); \( S_{t,1}, S_{t,2}, ..., S_{t,T} \) denote the \( 1^{st} \) to \( T^{th} \) samples of the \( i^{th} \) cluster; and \( T \) is the number of training samples.

C. DOP

The reliability of PIs is evaluated by the average coverage error (ACE), which is the accuracy of PI coverage probability (PICP) according to PI nominal confidence (PINC) [35], given by:

\[
|ACE| = \left| \text{PICP} - \text{PINC} \right|
\]

The sharpness of PIs is given by:

\[
\delta_i^o(x_i) = U_i^o(x_i) - L_i^o(x_i)
\]

where \( x_i \) is the \( i^{th} \) input sample; \( \delta_i^o(x_i) \) is the width of the \( i^{th} \) interval; \( U_i^o(x_i) \) and \( L_i^o(x_i) \) are the \( i^{th} \) upper and lower bounds as the prediction targets, respectively; and \( \alpha \) denotes the PINC. To evaluate the overall performance of PIs, the interval score is utilized [14], [20], [30], [36]-[38] and formulated as:

\[
Sc_t^o(x_i) = \begin{cases} 
-2(1 - \alpha)\delta_i^o(x_i) - 4(L_i^o(x_i) - t_i) & t_i < L_i^o(x_i) \\
-2(1 - \alpha)\delta_i^o(x_i) & t_i \in L_i^o(x_i) \\
-2(1 - \alpha)\delta_i^o(x_i) - 4(t_i - U_i^o(x_i)) & t_i > U_i^o(x_i)
\end{cases}
\]

\[
Sc_t^o = \frac{1}{T_p} \sum_{i=1}^{T_p} Sc_t^o(x_i)
\]

where \( L_i^o(x_i) \) denotes the \( i^{th} \) PI; \( t_i \) denotes the \( i^{th} \) prediction target; \( T_p \) is the number of testing samples; \( Sc_t^o(x_i) \) is the score of the \( i^{th} \) point; and \( Sc_t^o \) is the interval score.

DOP is proposed to directly quantify the output weights of the optimal overall score. In (16), the interval scores for three cases, including the actual points above, below, and inside the intervals, are expressed. The interval score is negative, and the closer to zero its value is, the better the interval overall performance is. Equations (16) and (17) can be modified as:

\[
S_0 = \frac{1}{T} \sum_{i=1}^{T} (-2\alpha\delta_i(x_i) + 2D_i)
\]

\[
D_i = \begin{cases} 
|U_i^o(x_i) - t_i| + |L_i^o(x_i) - t_i| & t_i \notin I_i \\
U_i^o(x_i) - L_i^o(x_i) & t_i \in I_i
\end{cases}
\]

where \( S_0 \) denotes the absolute value of interval score \( S_{Q_0} \), and the smaller value of \( S_{Q_0} \) is, the better the overall performance is; and \( D_i \) denotes the sum of distances between the \( i^{th} \) observation and the \( i^{th} \) bound of PI. When the actual value of power is within the PI, \( D_i \) is the width of the interval. Otherwise, the value of \( D_i \) is quantified based on the width of the \( i^{th} \) interval and the offset of the point outside PI. The overall performance of PIs is determined not only by the accuracy of coverage and the width of PIs, but also by the offsets of points outside PIs. Thus, the average offset (AO) of points outside PIs, considered by the interval score, is utilized to observe the performance, which is defined by:

\[
AO = \frac{1}{N_o} \sum_{i=1}^{N_o} O_i
\]

\[
O_i = \begin{cases} 
|\bar{t}_i - U_i^o(x_i)| & t_i > U_i^o(x_i), i = 1, 2, ..., N_o \\
|L_i^o(x_i) - \bar{t}_i| & t_i < L_i^o(x_i), i = 1, 2, ..., N_o
\end{cases}
\]

where \( O_i \) denotes the offset of the \( i^{th} \) interval; and \( N_o \) denotes the number of points outside PIs.

Based on (18), the cost function of LP for optimal overall performance with PINC of \( \alpha \) is given by:

\[
\min_{\xi^L, \xi^U, \beta^L, \beta^U} \sum_{i=1}^{T_p} \left[ -2\alpha f(x_i, \beta^L_i) - f(x_i, \beta^U_i) + 2\xi^L_i + 2\xi^U_i \right]
\]

s.t.

\[
f(x_i, \beta^L_i) - f(x_i, \beta^U_i) \geq 0
\]

\[
0 \leq f(x_i, \beta^L_i) \leq 1
\]

\[
0 \leq f(x_i, \beta^U_i) \leq 1
\]

\[
-\xi^L_i \leq \bar{t}_i - f(x_i, \beta^L_i) \leq \bar{\xi}^L_i
\]

\[
-\xi^U_i \leq \bar{t}_i - f(x_i, \beta^L_i) \leq \bar{\xi}^U_i
\]

\[
\bar{\xi}^L_i \geq 0
\]

\[
\bar{\xi}^U_i \geq 0
\]
and high computational burden. ELM becomes a linear system after the hidden layer, which motivates its effective integration with the LP-based approaches, and compared with other neural network methods including deep learning methods, it is not affected by the iterative calculation of the training process.

III. CONSTRUCTION OF PIs

In this section, the construction of PIs is presented. Since GC, unbalanced extension, and DOP have been analyzed, the steps of the proposed method for construction of PIs are briefly summarized as follows.

Step 1: the parameters are initialized, and the dataset is imported after normalization.

Step 2: the clustering samples consisting of regional PV output observations and solar irradiance data from NWP are constructed and clustered based on the proposed GC.

Step 3: after GC, the unbalanced extension of samples consisting of regional power time series is formulated according to the similarity coefficients between the centers of the specified cluster and other clusters.

Step 4: the output weights of PIs are quantified based on DOP, by successively assuming that the testing samples belong to each cluster.

Step 5: according to the cluster labels of testing samples and the output weights, the bounds of PIs can be quantified.

In the quantification of sample granules, considering solar irradiance data further improves the clustering performance of the future trend of power time series. It should be noted that the solar irradiance data will not be used in model inputs while training and testing. That is, the input of a training or testing sample only consists of PV power time series due to the inadequate prediction accuracy of NWP for very short-term prediction. In the proposed method, the hyperparameters of GC and unbalanced extension, including the partition coefficient $e$, the confidence $d_f$, and the cluster number of GC, are selected mainly based on the prior tests of training samples, considering the computational efficiency and forecasting performance. Here, the above hyperparameters can be obtained according to the forecasting performance of deterministic or probabilistic prediction. To ensure the consistency of hyperparameter selection in the numerical comparisons of deterministic and probabilistic predictions, the hyperparameters of GC and unbalanced extension are optimized according to the deterministic prediction accuracy.

Remark 1: the output prediction performance of a PV station is easily affected by scattered clouds which can block solar radiation [26]. However, the overall analysis of regional PV power generation and composite irradiance is not sensitive to a small number of floating clouds, so it is of significance to study.

Remark 2: in conventional hierarchical clustering [27], Euclidean distance which only quantifies the samples’ difference is the criterion for clustering. Besides, after each iterative calculation of hierarchical clustering, the centers of clusters will be shifted. Those shifts with high frequencies and outliers reduce the accuracy. Therefore, in the proposed GC, a granulation process is used to classify the samples before their hierarchical clustering, considering the variance of samples and reducing the frequency of cluster centers’ movement and the adverse effects of outliers.

Remark 3: in the preprocessing of training samples, clustering is usually applied to remove the samples with low correlation [14] and improve the accuracy of deterministic prediction. Different from deterministic prediction, probabilistic prediction requires all samples to be considered to exploit the potential information of probability. Removing some samples can result in a shortage of training sample information for probabilistic analysis. Hence, the unbalanced extension of samples is important to improve the accuracy of samples’ utilization.

Remark 4: the LP of nonparametric PIs is applied to quantify the output weights based on reliability and sharpness [21]. In the proposed method, DOP considering the optimal interval score including AO is utilized to quantify the output coefficients. In addition, the balance coefficient is used to improve the robustness of the proposed method.

IV. CASE STUDIES

A. Introduction of Dataset

To verify the effectiveness of the proposed method, two datasets are considered. In each dataset, the data on the days with high irradiance, humidity, or cloud coverage are selected to form a sample group with the weather condition of sunny days, rainy days, or cloudy days, respectively. The datasets are given as follows.

1) Dataset 1: this dataset consists of the output and NWP data of 20 PV stations with 15-min resolution in the north-east of China in March-June 2019. And each sample group consists of 30-day data, of which 9-day data are used for testing and the rest data are used for training.

2) Dataset 2: this dataset consists of the output and NWP data of 45 PV stations with 1-hour resolution in October-February of the Global Energy Forecasting Competition 2014 (GEFCom2014) [39]. And each sample group consists of 90-day data, of which 30-day data are used for testing and the rest data are used for training.

The time series of regional PV power and irradiance data are used as clustering samples, and considering the prediction accuracy and correlation of NWP, only the time series of PV power are utilized as sample inputs for PIs of very short-term forecasting [15]. The time horizon to be predicted for Dataset 1 is 07:00-17:00, and the daytime data are used for Dataset 2. The generalization performance of ELM is stable on a wide range of numbers of hidden nodes [40]. Furthermore, the lengths of input data are 8 and 4 for Datasets 1 and 2, respectively. Datasets 1 and 2 are used after normalization, according to the installed capacities and the maximum historical observations, respectively.

B. Numerical Comparison of Clustering Methods

To verify the effectiveness of the proposed GC, K-means-based method [41], hierarchical clustering-based method (CM) [27], and IGNN [28] are utilized as benchmarks for the numerical comparison of deterministic prediction perfor-
...mances based on the efficient ELM. The root mean squared errors (RMSEs) and mean absolute errors (MAEs) of deterministic predictions [15] on sunny days, rainy days, and cloudy days are shown respectively from different datasets to reveal the effectiveness of the proposed GC for enhanced performance.

Tables I and II reveal the numerical comparisons covering March to June from Dataset 1 and October to February from Dataset 2, respectively, of which the look-ahead time for deterministic prediction is 1-hour. The hyperparameters of all the methods are selected according to the prediction accuracy while training. Meanwhile, the irradiance data from NWP are considered with PV output observations for clustering, and only the PV output observations are utilized for model training of the neural network.

**TABLE I**
**PREDICTION ERRORS BASED ON DATASET 1**

<table>
<thead>
<tr>
<th>Method</th>
<th>Sunny days</th>
<th>Rainy days</th>
<th>Cloudy days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (%)</td>
<td>RMSE (%)</td>
<td>MAE (%)</td>
</tr>
<tr>
<td>K-means</td>
<td>3.11</td>
<td>4.28</td>
<td>6.31</td>
</tr>
<tr>
<td>Hierarchical CM</td>
<td>4.10</td>
<td>5.44</td>
<td>6.15</td>
</tr>
<tr>
<td>IGNN</td>
<td>3.70</td>
<td>4.76</td>
<td>5.79</td>
</tr>
<tr>
<td>GC</td>
<td>2.58</td>
<td>3.44</td>
<td>5.19</td>
</tr>
</tbody>
</table>

**TABLE II**
**PREDICTION ERRORS BASED ON DATASET 2**

<table>
<thead>
<tr>
<th>Method</th>
<th>Sunny days</th>
<th>Rainy days</th>
<th>Cloudy days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (%)</td>
<td>RMSE (%)</td>
<td>MAE (%)</td>
</tr>
<tr>
<td>K-means</td>
<td>5.43</td>
<td>9.36</td>
<td>8.19</td>
</tr>
<tr>
<td>Hierarchical CM</td>
<td>5.70</td>
<td>7.71</td>
<td>8.13</td>
</tr>
<tr>
<td>IGNN</td>
<td>5.41</td>
<td>7.42</td>
<td>8.08</td>
</tr>
<tr>
<td>GC</td>
<td>4.71</td>
<td>6.83</td>
<td>7.27</td>
</tr>
</tbody>
</table>

According to the comparison result, in most cases, the prediction accuracy of IGNN is better than that of K-means based method and hierarchical CM. However, segmenting the power time series into IGs tends to result in potential insufficient training data. For very short-term forecast of PV output, the output observations need to be classified and used according to season and weather conditions, and each classification roughly covers 1 to 3 months to ensure the accurate use of training data. If the dataset spans too many days, it will lead to confusion about different seasonal characteristics which reduces the performance of model training, while if the dataset spans only few days, it will lead to poor training effect of the prediction model. The above dataset application of PV output for very short-term forecast reveals the need for efficient and comprehensive training sample construction. Hence, to ensure the sufficient and precise training data, the proposed sample granules are restored to the original samples with reasonable multiples rather than directly studying the sample granules, similar to the conventional utilization of IGs. Besides, with iterative quantifications of mergence and division processes, the proposed GC tends to find out the differences between the samples or sample granules, which can further improve the clustering performance. According to the numerical comparison between the deterministic prediction methods shown in Tables I and II, the proposed GC has the highest deterministic prediction accuracy.

C. Numerical Analysis of PIs

To reveal the prediction performance of DOP, the data from Datasets 1 and 2 on rainy days, during which the PV generation has strong volatility and uncertainty and the prediction performance is the worst with PINC of 90% and look-ahead time of 1-hour, are used to display the influence of balance coefficient $k$ in (22).

Figure 4 reveals the interval scores and $|\text{ACE}|$ in the cross-validation of training with different values of balance coefficients. When $k=1$, the interval score is directly applied as the cost function of DOP without the balance of reliability and overall performance. As shown in Fig. 4(a) and (b), DOPs with $k=1.029$ and $k=0.976$ have the best performances in terms of reliability and overall performance of PIs, respectively. The interval score, as the cost function of LP ($k=1$), is sometimes less sensitive to $|\text{ACE}|$, resulting in low reliability. Thus, the balance coefficient should be optimized. Here, for numerical comparison, the methods based on DQR [20], [34], MLLP [21], bootstrap-based ELM (BELM) [15], and the conditional probability-based PIs (CPPI) [14] are utilized as benchmarks. The least absolute shrinkage and selection operator (LASSO) penalty coefficient in MLLP and the selection of divided intervals for conditional probability in CPPI are both optimized by particle swarm optimization (PSO).

![Fig. 4. PI performances with different values of balance coefficient. (a) Dataset 1. (b) Dataset 2.](image-url)
mances of the benchmarks and DOP are shown in Tables III-V. In Table III, the PI performances with the look-ahead time of 1-hour are given to reveal the numerical comparison of all the criteria analyzed in Section II-C. Meanwhile, considering the data resolutions of Datasets 1 and 2 are 15-min and 1-hour, respectively, the numerical comparisons with the look-ahead time of 30-min and 90-min for Dataset 1 are given in Table IV, while the numerical comparisons with the look-ahead time of 1-hour and 2-hour for Dataset 2 are given in Table V. As analyzed in Section II-C, interval score is the decisive criterion, reliability is an important observation criterion, and sharpness and AO are the auxiliary criteria. That is, the reasonable PIs require excellent overall performance and low coverage deviation. Among all the methods, DOP with the optimal balance coefficient has the best forecasting performance, since the reliability and overall performance are directly used as the optimization target. BELM and CPPI are methods of parametric PIs, which are affected by the accuracy of point prediction and error assumption. BELM, DQR, and CPPI quantify PIs mainly based on the reliability, while for MLLP, both the reliability and sharpness are considered. However, based on the quantification of interval score, the offsets of points outside PIs should be considered, which means that the PIs should not deviate too much from the points outside PIs to improve the rationality of probabilistic prediction.

### Table III
**Comparison Results with Look-ahead Time of 1-hour Based on Dataset 1**

<table>
<thead>
<tr>
<th>Method</th>
<th>Sunny days</th>
<th>Rainy days</th>
<th>Cloudy days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PICP (%)</td>
<td>AW</td>
<td>AO</td>
</tr>
<tr>
<td>DQR</td>
<td>93.77</td>
<td>0.1622</td>
<td>0.0202</td>
</tr>
<tr>
<td>MLLP</td>
<td>93.77</td>
<td>0.1725</td>
<td>0.0094</td>
</tr>
<tr>
<td>BELM</td>
<td>93.50</td>
<td>0.1524</td>
<td>0.0280</td>
</tr>
<tr>
<td>CPPI</td>
<td>94.31</td>
<td>0.1622</td>
<td>0.0205</td>
</tr>
<tr>
<td>DOP (k = 1)</td>
<td>92.14</td>
<td>0.1428</td>
<td>0.0197</td>
</tr>
<tr>
<td>DOP (optimal k )</td>
<td>91.60</td>
<td>0.1397</td>
<td>0.0195</td>
</tr>
</tbody>
</table>

### Table IV
**Comparison Results with Different Look-ahead Time Based on Dataset 1**

<table>
<thead>
<tr>
<th>Method</th>
<th>Sunny days</th>
<th>Rainy days</th>
<th>Cloudy days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30-min</td>
<td>90-min</td>
<td>30-min</td>
</tr>
<tr>
<td></td>
<td>PICP (%)</td>
<td>Score</td>
<td>PICP (%)</td>
</tr>
<tr>
<td>DQR</td>
<td>94.31</td>
<td>-0.0274</td>
<td>94.04</td>
</tr>
<tr>
<td>MLLP</td>
<td>92.14</td>
<td>-0.0267</td>
<td>94.31</td>
</tr>
<tr>
<td>BELM</td>
<td>92.14</td>
<td>-0.0289</td>
<td>87.26</td>
</tr>
<tr>
<td>CPPI</td>
<td>94.04</td>
<td>-0.0263</td>
<td>85.45</td>
</tr>
<tr>
<td>DOP (k = 1)</td>
<td>93.50</td>
<td>-0.0250</td>
<td>92.95</td>
</tr>
<tr>
<td>DOP (optimal k )</td>
<td>88.89</td>
<td>-0.0242</td>
<td>89.16</td>
</tr>
</tbody>
</table>

### Table V
**Comparison Results with Different Look-ahead Time Based on Dataset 2**

<table>
<thead>
<tr>
<th>Method</th>
<th>Sunny days</th>
<th>Rainy days</th>
<th>Cloudy days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1-hour</td>
<td>2-hour</td>
<td>1-hour</td>
</tr>
<tr>
<td></td>
<td>PICP (%)</td>
<td>Score</td>
<td>PICP (%)</td>
</tr>
<tr>
<td>DQR</td>
<td>91.82</td>
<td>-0.0684</td>
<td>92.42</td>
</tr>
<tr>
<td>MLLP</td>
<td>88.48</td>
<td>-0.0657</td>
<td>92.73</td>
</tr>
<tr>
<td>BELM</td>
<td>86.36</td>
<td>-0.0741</td>
<td>86.97</td>
</tr>
<tr>
<td>CPPI</td>
<td>83.94</td>
<td>-0.0738</td>
<td>86.06</td>
</tr>
<tr>
<td>DOP (k = 1)</td>
<td>87.27</td>
<td>-0.0600</td>
<td>95.45</td>
</tr>
<tr>
<td>DOP (optimal k )</td>
<td>89.09</td>
<td>-0.0588</td>
<td>91.21</td>
</tr>
</tbody>
</table>

In Tables VI and VII, the results of upscaling method (UM) [31], CM [27], IGNN [28], OGPI [30], hierarchical clustering-based DOP (HDOPI) with the removal of low correlation samples, and DOP are used as benchmarks for the proposed method. Datasets 1 and 2 are utilized for numerical comparisons, respectively. In UM, the PV stations with both MAE and RMSE less than 10% and the correlation with regional output of more than 0.9, are selected as representative PV stations. UM and CM quantify the bounds of PIs based on the results of deterministic prediction and error assumption. The cluster numbers of all the CMs are obtained according to the prior test of training samples. In the numeri-
cal comparison of probabilistic predictions, IGNN quantifies parametric PIs based on the deterministic prediction and prediction errors of assumed Gaussian distribution, and even though its deterministic prediction is accurate, the probabilistic prediction performance is still affected by the accuracy of error assumption. OGPI is a novel granule computing-based framework for PI construction without the adverse effect of deterministic prediction and prior error assumption, and the parameters are optimized by PSO.

### TABLE VI
**Comparison Results of PIs in March-June Based on Dataset 1**

<table>
<thead>
<tr>
<th>PINC (%)</th>
<th>Method</th>
<th>Sunny days</th>
<th></th>
<th>Rainy days</th>
<th></th>
<th>Cloudy days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PICP (%)</td>
<td>AW</td>
<td>AO</td>
<td>Score</td>
<td>PICP (%)</td>
</tr>
<tr>
<td>UM</td>
<td>93.22</td>
<td>0.1885</td>
<td>0.0220</td>
<td>-0.0436</td>
<td>88.35</td>
<td>0.3432</td>
</tr>
<tr>
<td>CM</td>
<td>94.04</td>
<td>0.1650</td>
<td>0.0264</td>
<td>-0.0393</td>
<td>85.09</td>
<td>0.2057</td>
</tr>
<tr>
<td>IGNN</td>
<td>92.41</td>
<td>0.1659</td>
<td>0.0262</td>
<td>-0.0422</td>
<td>89.43</td>
<td>0.2398</td>
</tr>
<tr>
<td>90</td>
<td>OGPi</td>
<td>94.63</td>
<td>0.1925</td>
<td>0.0180</td>
<td>-0.0424</td>
<td>92.68</td>
</tr>
<tr>
<td>DOP</td>
<td>94.41</td>
<td>0.1596</td>
<td>0.0124</td>
<td>-0.0357</td>
<td>94.33</td>
<td>0.2264</td>
</tr>
<tr>
<td>Proposed</td>
<td>93.13</td>
<td>0.1471</td>
<td>0.0119</td>
<td>-0.0335</td>
<td>90.24</td>
<td>0.2217</td>
</tr>
<tr>
<td>UM</td>
<td>96.48</td>
<td>0.2213</td>
<td>0.0236</td>
<td>-0.0255</td>
<td>92.68</td>
<td>0.4087</td>
</tr>
<tr>
<td>CM</td>
<td>96.48</td>
<td>0.2154</td>
<td>0.0309</td>
<td>-0.0259</td>
<td>89.43</td>
<td>0.2430</td>
</tr>
<tr>
<td>IGNN</td>
<td>95.93</td>
<td>0.1983</td>
<td>0.0351</td>
<td>-0.0255</td>
<td>95.93</td>
<td>0.3037</td>
</tr>
<tr>
<td>95</td>
<td>OGPi</td>
<td>95.69</td>
<td>0.2359</td>
<td>0.0143</td>
<td>-0.0255</td>
<td>95.85</td>
</tr>
<tr>
<td>DOP</td>
<td>96.75</td>
<td>0.2115</td>
<td>0.0127</td>
<td>-0.0228</td>
<td>93.22</td>
<td>0.2529</td>
</tr>
<tr>
<td>Proposed</td>
<td>95.12</td>
<td>0.1882</td>
<td>0.0132</td>
<td>-0.0214</td>
<td>94.58</td>
<td>0.2574</td>
</tr>
</tbody>
</table>

### TABLE VII
**Comparison Results of PIs in October-February Based on Dataset 2**

<table>
<thead>
<tr>
<th>PINC (%)</th>
<th>Method</th>
<th>Sunny days</th>
<th></th>
<th>Rainy days</th>
<th></th>
<th>Cloudy days</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PICP (%)</td>
<td>AW</td>
<td>AO</td>
<td>Score</td>
<td>PICP (%)</td>
</tr>
<tr>
<td>UM</td>
<td>91.54</td>
<td>0.2971</td>
<td>0.0685</td>
<td>-0.0826</td>
<td>93.10</td>
<td>0.4459</td>
</tr>
<tr>
<td>CM</td>
<td>91.21</td>
<td>0.2354</td>
<td>0.0425</td>
<td>-0.0620</td>
<td>92.42</td>
<td>0.3950</td>
</tr>
<tr>
<td>IGNN</td>
<td>89.09</td>
<td>0.2418</td>
<td>0.0412</td>
<td>-0.0663</td>
<td>88.48</td>
<td>0.3301</td>
</tr>
<tr>
<td>90</td>
<td>OGPi</td>
<td>89.09</td>
<td>0.3592</td>
<td>0.0227</td>
<td>-0.0818</td>
<td>90.91</td>
</tr>
<tr>
<td>DOP</td>
<td>87.58</td>
<td>0.2053</td>
<td>0.0365</td>
<td>-0.0588</td>
<td>89.39</td>
<td>0.3697</td>
</tr>
<tr>
<td>Proposed</td>
<td>90.10</td>
<td>0.2186</td>
<td>0.0319</td>
<td>-0.0561</td>
<td>90.30</td>
<td>0.3840</td>
</tr>
<tr>
<td>UM</td>
<td>94.04</td>
<td>0.3547</td>
<td>0.0673</td>
<td>-0.0515</td>
<td>96.06</td>
<td>0.4884</td>
</tr>
<tr>
<td>CM</td>
<td>93.03</td>
<td>0.3355</td>
<td>0.0605</td>
<td>-0.0504</td>
<td>96.36</td>
<td>0.4908</td>
</tr>
<tr>
<td>IGNN</td>
<td>93.03</td>
<td>0.3051</td>
<td>0.0480</td>
<td>-0.0439</td>
<td>94.85</td>
<td>0.4037</td>
</tr>
<tr>
<td>95</td>
<td>OGPi</td>
<td>93.33</td>
<td>0.4251</td>
<td>0.0184</td>
<td>-0.0474</td>
<td>94.55</td>
</tr>
<tr>
<td>DOP</td>
<td>95.76</td>
<td>0.2628</td>
<td>0.0437</td>
<td>-0.0337</td>
<td>93.94</td>
<td>0.3939</td>
</tr>
<tr>
<td>Proposed</td>
<td>94.55</td>
<td>0.2746</td>
<td>0.0255</td>
<td>-0.0330</td>
<td>95.15</td>
<td>0.4289</td>
</tr>
</tbody>
</table>

As analyzed in [30], by segmenting the power time series into granules, OGPI captures the variability of data with high resolution (1-min resolution) and has a good forecasting performance. However, for the resolutions of 15-min and 1-hour, the effectiveness of OGPI is not stable. In most cases, the methods based on granule-based PIs including IGNN and OGPI have better forecasting performances than the conventional UM and CM, but their forecasting performances are not as good as the DOP. In the proposed method, to ensure the sufficient and precise training data, after the proposed GC, the utilization of training samples is based on an unbalanced extension rather than the conventional method of removing the low correlation samples. From the comparison of DOP and HDOP, the removal of low correlation samples cannot obviously improve the forecasting performance of DOP which quantifies PIs without deterministic prediction, while the proposed unbalanced extension of samples and GC improve the forecasting performance, compared with DOP. The proposed method quantifies the upper and lower bounds of PIs directly with the optimal overall performance and reliability. This means that the objective of PI construction is to obtain the optimal forecasting performance considering the
reliability, sharpness, and offsets of points outside PIs, rather than the conventional methods, which only aim at reliability or consider both reliability and sharpness. When the value of PICP is 100%, all the actual power values are within PIs, then, “none” is defined to denote AO. Of all the methods, PIs of the proposed method have the best forecasting performance.

A PC with Intel® Core™ i7-7700 CPU @ 2.8 GHz and 8 GB RAM is used for computations. The computational time of GC and DOPs of all clusters is 71 s and 49 s, respectively, while the prediction time of the proposed probabilistic prediction method is not more than 5 s. Since the training of the prediction model is usually carried out at least every few days, and the prediction time scale of very short-term is usually tens of minutes, the proposed method has good computational efficiency and forecasting performance, so it is suitable for very short-term probabilistic prediction.

Based on Datasets 1 and 2, Figs. 5 and 6 illustrate the PIs at different time points under different weather conditions with PINC of 90%. The sampling time of Figs. 5 and 6 is 15 min and 1 hour, respectively. It is clear from Fig. 5(a) and Fig. 6(a) that the PIs have high reliability and sharpness on sunny days, because the curve of power output changes smoothly. On rainy days and cloudy days, the curves of power outputs which change dramatically are more uncertain, compared with the outputs on sunny days.

V. CONCLUSION

In this paper, a novel nonparametric method of very short-term probabilistic prediction for regional PV outputs based on GC and DOP is proposed. First, DOP is proposed to optimize the overall performance of nonparametric PIs. Compared with the conventional methods of PIs, the proposed DOP can effectively quantify the output weights of the optimal overall performance. The numerical comparison of calculation methods for PIs verifies the effectiveness of DOP under different weather conditions. Second, the balance coefficient is proposed to further improve the robustness of DOP, which considers the possibility that PIs with excellent overall performance have low reliability caused by the strong volatility and uncertainty of PV generation. The effect of balance coefficient is analyzed by numerical comparison. Third, the proposed GC is used to improve the clustering performance, and its effectiveness is verified by the numerical comparison of deterministic predictions with the prediction methods based on hierarchical clustering and K-means. Then, an unbalanced extension of samples is applied to enhance the samples’ utilization, which is verified to be effective by numerical comparison among HDOP, DOP, and the proposed method. Finally, the effectiveness of the proposed method is verified by the numerical comparisons with the existing methods for regional PV power output.

Since the forecasting performance of PV power is obviously affected by the classification accuracy of daily weather types which usually have certain changes within a few hours, it is necessary to further consider the time scale of half a day or even several hours for optimized classification, which will be studied in future work.
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