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Abstract—Reactive power optimization of distribution networks is traditionally addressed by physical model based methods, which often lead to locally optimal solutions and require heavy online inference time consumption. To improve the quality of the solution and reduce the inference time burden, this paper proposes a new graph attention networks based method to directly map the complex nonlinear relationship between graphs (topology and power loads) and reactive power scheduling schemes of distribution networks, from a data-driven perspective. The graph attention network is tailored specifically to this problem and incorporates several innovative features such as a self-loop in the adjacency matrix, a customized loss function, and the use of max-pooling layers. Additionally, a rule-based strategy is proposed to adjust infeasible solutions that violate constraints. Simulation results on multiple distribution networks demonstrate that the proposed method outperforms other machine learning based methods in terms of the solution quality and robustness to varying load conditions. Moreover, its online inference time is significantly faster than traditional physical model based methods, particularly for large-scale distribution networks.

Index Terms—Reactive power optimization, graph neural network, distribution network, machine learning, data-driven.

I. INTRODUCTION

REACTIVE power optimization (RPO) plays an important role in distribution networks to reduce power flow along the distribution lines and maintain the desired voltage profile under various demand loads [1]. The scheduling of active power minimizes active power losses in distribution networks through the optimal adjustment of various control devices such as capacitor banks (CBs), transformer taps, static var compensator (SVC).

Normally, the optimal scheduling of these control devices can be considered as a combinatorial optimization problem subjected to different nonlinear operational constraints. Earlier, a large number of heuristic algorithms were applied to solve the RPO model of distribution networks. For example, the work in [2] combines a roulette wheel selection and a genetic algorithm (GA) to optimize reactive power compensators, while the model in [3] employs a wolf pack algorithm to optimize reactive power sources and generator terminal voltages. In [4], an artificial bee colony algorithm is designed to formulate the day-ahead plans of distributed generations, on-load tap changer (OLTC), and CBs. Other commonly used heuristic algorithms in RPO involve ant colony algorithm, simulated annealing, imperial competition algorithm, wolf pack algorithm, etc. [5]. Generally, a major drawback of these heuristic algorithms is that most of them yield locally optimal solutions rather than global optima [6]. Also, numerous iterations inside these algorithms result in heavy online inference time consumption, especially for large-scale distribution networks. In contrast, this paper aims to address this problem by designing a machine learning based model that treats the RPO problem as a functional mapping between operational states of the distribution networks and solutions of the RPO problem, from a data-driven perspective.

There is a substantial body of publications on developing machine learning technologies for the RPO problem. Most of these previous works may be divided into two groups: ① similarity-based algorithms; ② model-based algorithms.

Specifically, the similarity-based algorithms calculate the distance between the current case and historical cases to find the historical case closest to the current one, and then assign the historical solution to the current case. For instance, the case-based reasoning (CBR) and principal component analysis are integrated to screen historical cases for the RPO problem in [7]. The work in [8] applies the Apriori algorithm to search for the most suitable scheduling solution for the current case from the historical data based on the association rule learning and frequent itemset mining. In [9], the voltage control strategies are determined by a ranking of the similarity between the historical voltage profile modes. In fact, the...
current load may dramatically differ from the historical load due to a variety of reasons such as changes in electricity consumption patterns. In light of this, the solutions of similarity-based algorithms have limited accuracy for highly volatile load conditions, since they directly assign historical scheduling schemes to the current case without changes.

In contrast, the model-based algorithms show stronger adaptability for these highly volatile load conditions, since they aim to create a new scheduling scheme by inputting loads to a supervised learning model that maps the nonlinear relationship between loads and reactive power scheduling schemes. For example, a three-layer multi-layer perception (MLP) is presented to obtain the optimal adjustment of different control devices in [10]. To avoid solving complex physical models, [11] employs the stacked extreme learning machine to project the nonlinear mapping between reactive power strategies and high-dimension statistic features. In [12], an improved convolutional neural network (CNN) is generalized from the computer vision into the RPO problem. In [13] and [14], deep reinforcement learning techniques are designed to obtain the optimal voltage control strategies. Similarly, [15] presents a safe deep reinforcement learning to solve the optimal operation problem of distribution networks considering battery storage systems, voltage regulators, and distributed generators. One of the great challenges for above-mentioned models is the neglect of topology information of distribution networks. The voltage profile and active power loss of distribution networks depend mainly on the topology and load conditions, but these models have difficulty in considering the topology information of nodes.

Graph neural networks (GNNs) are extensions of traditional neural networks from the Euclidean domain to the graph domain. Compared with the traditional neural networks, the inputs of GNNs include both feature matrices and adjacency matrices. This unique characteristic makes the GNNs ideal candidates for the RPO in distribution networks. So far, the application of GNNs in RPO has been relatively limited. In [16] and [17], the graph convolutional network (GCN) is employed to determine the power generation of generators for the optimal power flow task. To protect distribution lines from being overloaded under line contingency, a two-layer GCN is utilized to predict an optimal load-shedding ratio by supervised learning [18]. However, the way GCN aggregates neighboring nodes is structure-dependent, which always limits its generalizability and performance [19].

Further, a new supervised learning framework, called graph attention network (GAT), has been proposed to address this problem by introducing attention mechanisms to assign larger weights to more important nodes in computer vision [20]. Compared with GCN, GAT has shown stronger performance in a wide variety of graph inference tasks [21] such as node classification, link prediction, and social recommendation. Therefore, GAT should have the potential to optimize control devices for the RPO problem. However, many challenges remain on how to migrate the GAT to RPO problem. For example, how to model the load and topology into a graph as inputs? How to design the structure and loss function of GAT? What should be done if the solution of GAT is not feasible?

In this context, this paper specifically tailors a new method called RPOGAT for the RPO of distribution networks by using GAT. Compared with traditional physical model based methods, the proposed RPOGAT has the following benefits.

1) The heavy online inference time burden due to iterations of power flow calculations can be avoided, since the physical model is replaced by the direct mapping.

2) The proposed RPOGAT addresses the RPO problem from a data-driven perspective, and does not require the construction of complex physical models based on expert knowledge.

The key contributions of this paper are listed as follows.

1) Distinguished from most machine learning based methods that handle RPO problem in the Euclidean domain, the proposed RPOGAT discusses it from a new perspective in graph domain.

2) The power load, power output of generators, and topology information are modeled as a graph to take into account the strong correlation between nodes in distribution networks, which is usually ignored in most machine learning based methods.

3) The proposed RPOGAT is tailored specifically to the RPO problem and incorporates several innovative features such as a self-loop in the adjacency matrix, a customized loss function, and the use of max-pooling layers. Additionally, a rule-based strategy is proposed to adjust infeasible solutions that violate constraints.

The rest of this paper is organized as follows. Section II briefly introduces the RPO of distribution networks. Section III presents the details of the proposed RPOGAT. Section IV performs and analyzes simulation results. The conclusion and future works are given in Section V.

II. RPO OF DISTRIBUTION NETWORKS

A. RPO Model

Normally, the goal of the RPO problem is to reduce power losses and maintain the desired voltage profile. This goal can be achieved by regulating the state of various control devices such as CBs, transformer taps, and SVCs. Therefore, the state of the control devices is considered as the variable to be optimized, and the objective function can be defined as the minimization of active power loss \( P_L \):

\[
\min P_L = \sum_{i=1}^{n} G_{ij} U_i^2 + U_j^2 - 2U_i U_j \cos(\theta_i - \theta_j)
\]

(1)

where \( n \) is the number of branches in distribution networks; \( G_{ij} \) is the mutual conductance of the branch between the \( i \)th node and the \( j \)th node; \( U_i \) is the voltage magnitude at the \( i \)th node; and \( \theta_i \) is the phase angle of the voltage at the \( i \)th node.

Furthermore, the power flow equations and some operational constraints should be considered [12], [22].

1) Power flow equations

\[
\begin{align*}
P_i - U_i \sum_{j=1}^{m} \left( G_{ij} \cos \theta_{ij} + B_{ij} \sin \theta_{ij} \right) &= 0 \\
Q_i - Q_{SVC,i} - Q_{CR,i} - U_i \sum_{j=1}^{m} \left( G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij} \right) &= 0
\end{align*}
\]

(2)

where \( m \) is the number of nodes; \( \theta_{ij} \) is the phase angle differ-
ence between the $i^{th}$ node and the $j^{th}$ node; $B_{ij}$ is the mutual susce
tance of the branch between the $i^{th}$ node and the $j^{th}$ node; $P_i$ is the active power load of the $i^{th}$ node; $Q_{\text{SVC},i}$ is the reac
tive power at the $i^{th}$ SVC, which can be leading or lag
ging power; $Q_{\text{CB},i}$ is the reactive power at the $i^{th}$ shunt CB; and $Q_i$ is the reactive power load of the $i^{th}$ node.

2) Voltage constraints

$$U_{i}^{\min} \leq U_i \leq U_{i}^{\max} \quad i = 1, 2, ..., m$$

where $U_{i}^{\min}$ is the lower bound of voltage magnitude at the $i^{th}$ node; and $U_{i}^{\max}$ is the upper bound of voltage magnitude at the $i^{th}$ node.

3) Current constraints

$$I_i \leq I_i^{\max} \quad i = 1, 2, ..., n$$

where $I_i$ is the current at the $i^{th}$ branch; and $I_i^{\max}$ is the upper bound of current at the $i^{th}$ branch.

4) Transformer tap constraints

$$T_i^{\min} \leq T_i \leq T_i^{\max} \quad i = 1, 2, ..., n_t$$

where $T_i$ is the tap position at the $i^{th}$ transformer; $T_i^{\min}$ is the lower bound of tap position at the $i^{th}$ transformer; $T_i^{\max}$ is the upper bound of tap position at the $i^{th}$ transformer; and $n_t$ is the number of transformers.

5) Reactive power constraints of SVC

$$Q_{\text{SVC},i}^{\min} \leq Q_{\text{SVC},i} \leq Q_{\text{SVC},i}^{\max} \quad i = 1, 2, ..., n_S$$

where $Q_{\text{SVC},i}^{\min}$ is the lower bound of reactive power at the $i^{th}$ SVC; $Q_{\text{SVC},i}^{\max}$ is the upper bound of reactive power at the $i^{th}$ SVC; and $n_S$ is the number of SVCs.

6) CB constraints

$$0 \leq Q_{\text{CB},i} \leq Q_{\text{CB},i}^{\max} \quad i = 1, 2, ..., n_C$$

where $Q_{\text{CB},i}^{\max}$ is the upper bound of reactive power at the $i^{th}$ shunt CB; and $n_C$ is the number of shunt CBs.

Note that only the active power loss is treated as the objective function, which is essential for day-ahead planning and scheduling of distribution networks in practice [23]. This is because this paper focuses on the performance of the proposed RPOGAT to map the nonlinear relationship between inputs (i.e., load conditions, power outputs of generators, and topology information) and outputs (scheduling schemes of control devices) for the RPO problem (the framework is shown in Fig. 1), rather than exploring the balance between multiple objectives (e.g., the cost of control device regulation), which can also be easily added in future work.

---

Given that the focus of this paper is to map the nonlinear relationship between inputs and outputs for the RPO problem, the widely-used SVC, shunt CBs, and on-load regulator transformers are also considered as control devices, as in previous publications [1]-[4]. The integration of other control devices can be considered in the extension work. For example, the static synchronous condensers, energy storage devices, heat pumps, and distributed generators (i.e., active power dispatching) are not considered here, but their mathematical models are similar to (6).

Further, the constrained optimization model is transformed into an unconstrained one by adding penalty functions to operational constraints, since it is difficult for neural networks to consider constraints directly.

$$\min F = P_L + \alpha \sum_{i=1}^{m} [\varepsilon (U_i^{\min} - U_i) + \varepsilon (U_i - U_i^{\max})] +$$

$$\beta \sum_{i=1}^{n} \varepsilon (I_i - I_i^{\max})$$

where $F$ is the new form of the objective function; $\alpha$ and $\beta$ are the penalty coefficients; and $\varepsilon$ is the step function.

If the voltage and current are within the constraints, the objective function $F$ is equal to the active network loss $P_L$; otherwise, $F$ is much larger than $P_L$. The constraints of different control devices are considered by a value coding method in the following subsection.

B. Value Coding Method to Control Devices

To summarize the above discussion, the objective function is (8), and the variables to be optimized include the tap position of transformers, the operational number of shunt CBs, and the reactive power provided by SVCs. The first two are discrete variables, while the third is a continuous one. Considering the difficulty of the binary coding method to handle continuous variables accurately, this paper employs the value coding method to encode and decode the variables to be optimized.

Given a discrete variable with $N$ positions, the $i^{th}$ position can be encoded into a value $X_i$ ranging from 0 to 1:

$$X_i = \frac{2i - 1}{2N} \quad i = 1, 2, ..., N$$

In the same way, the value predicted by the RPOGAT $\hat{X}_i$ can be decoded into an integer $X_i$ ranging from 0 to $N$:

$$X_i = \begin{cases} 1 & 0 \leq \hat{X}_i \leq \frac{1}{N} \\ i - \frac{1}{N} \leq \hat{X}_i \leq \frac{i}{N}, i = 2, 3, ..., N \end{cases}$$

For a continuous variable, the reactive power provided by control devices $Q_d$ also can be encoded into a value $X_d$ ranging from 0 to 1:

$$X_d = \frac{Q_d - Q_{d}^{\min}}{Q_{d}^{\max} - Q_{d}^{\min}}$$

where $Q_{d}^{\min}$ and $Q_{d}^{\max}$ are the lower bound and upper bound of reactive power provided by control devices, respectively.

Further, the value predicted by RPOGAT $\hat{X}_d$ can be decoded into a real number $X_d$ ranging from $Q_{d}^{\min}$ to $Q_{d}^{\max}$:

$$X_d = \hat{X}_d (Q_{d}^{\max} - Q_{d}^{\min}) + Q_{d}^{\min}$$

Up to this point, the states of control devices have been bijectively related to real numbers from 0 to 1. Also, the value encoding methods mentioned above can ensure that the
variables to be optimized are within the constraints.

III. RPOGATs

The RPOGAT takes topology, power outputs of generators, and load conditions as inputs and returns scheduling schemes of control devices as output. In this section, the power load, power output of generators, and topology information are modeled as graphs, which are fed to the RPOGAT. Then, the suitable structure of the RPOGAT is tailored specifically to the RPO problem and incorporates several innovative features, such as a self-loop in the adjacency matrix, a customized loss function, and the use of max-pooling layers. Finally, a rule-based strategy is proposed to adjust infeasible solutions that violate constraints.

A. Raw Data to Graphs

To consider the correlation between nodes in distribution networks, the raw data (i.e., the power load, power output of generators, and topology information) are modeled as the graph, as shown in Fig. 2.

```
Raw data
Modeling as graph
Feature matrix
Adjacency matrix
Self-loop mechanism
Dynamics of topology
Separate model is trained for each topology
Adjacency matrix is dynamically changing

Fig. 2. Strategy of transforming raw data into graphs.
```

Specifically, the graph consists of a feature matrix and an adjacency matrix of nodes. The feature matrix can be defined as a concatenation between the active power load and reactive power load of nodes:

\[
X_i = \begin{bmatrix}
(P_1, Q_1) \\
(P_2, Q_2) \\
\vdots \\
(P_m, Q_m)
\end{bmatrix}
\] (13)

where \( X_i \) is the feature matrix of nodes with \( m \) rows and two columns.

If the nodes contain generators, the reactive power output and active power output of generators should also be taken into account in the feature matrix:

\[
X_i = \begin{bmatrix}
(P_1 - P_{1,g}, Q_1 - Q_{1,g}) \\
(P_2 - P_{2,g}, Q_2 - Q_{2,g}) \\
\vdots \\
(P_m - P_{m,g}, Q_m - Q_{m,g})
\end{bmatrix}
\] (14)

where \( P_{1,g} \) is the active power output of the generator at the \( i^{th} \) node; and \( Q_{1,g} \) is the reactive power output of the generator at the \( i^{th} \) node.

Moreover, there are two possible ways to address the dynamics of the topology (i.e., reconfiguration) in future works.

1) Extension 1: a separate model is trained for each topology. This is suitable for cases where the topology does not change much.

2) Extension 2: the adjacency matrix is dynamically changing. In other words, the adjacency matrix included in each sample may vary. However, this way requires the samples in the training set to include different topologies, leading to difficulties in obtaining the training samples.

B. Network Architecture

As shown in Fig. 3, the RPOGAT is proposed to predict scheduling schemes of control devices given a graph with adjacency matrix \( \hat{A} \) and feature matrix \( X_i \) as inputs, whereas traditional models (e.g., MLP) use only the feature matrix \( X_i \) as inputs and ignore the topology.

The suitable structure of the RPOGAT is tailored specifically to the RPO problem and incorporates several innovative features, such as a self-loop in the adjacency matrix, a customized loss function, and the use of max-pooling layers.

In particular, the graph attentional layer is used to capture latent features of inputs and correlations between nodes. The role of the max-pooling layer is to reduce the complexity of neural works by down-sampling latent features. Finally, the dense layer outputs the scheduling scheme for the RPO problem.

1) Graph Attentional Layer

Unlike most other GNNs (e.g., GCN) that explicitly assign non-parametric weights to neighbors based on the structural properties of graphs, the GAT employs attention mechanisms, which assign larger weights to the more important nodes implicitly. This choice is not without motivation, since the attention mechanism has previously achieved state-of-the-art-level results on various machine translation tasks.
Specifically, graph attentional layers are performed by independently replicating $K$ multi-head attention (each replica with different parameters), and outputs are feature-wise aggregated:

$$
H_{GAT,j}^i = \sigma_{\text{ELU}} \left( \sum_{j \in N(i)} \alpha_{ij}^k W_{GAT,j} H_{GAT,j}^k \right)
$$

where $\| \|$ denotes the concatenating operation; $H_{GAT,j}^i$ denotes the input features of the $j^{th}$ node; $H_{GAT,j}^i$ denotes the output features of the $j^{th}$ node; $N(i)$ is a set of nodes connected with the $i^{th}$ node; $\sigma_{\text{ELU}}(\cdot)$ is the function of the exponential linear unit (ELU); $W_{GAT,j}$ is the weight matrix specifying the linear transformation for the $k^{th}$ replica; and $\alpha_{ij}^k$ is the attention coefficient of the $j^{th}$ node to the $i^{th}$ node derived by the $k^{th}$ replica. The detail of attention mechanism in GAT is shown in Fig. 4.

These attention coefficients are typically normalized using the softmax function, in order to be comparable across different neighborhoods:

$$
\alpha_{ij} = \frac{\exp(e_{ij})}{\sum_{k \in N(i)} \exp(e_{ik})}
$$

where $G$ is a simple single-layer neural network.

With the previous settings, this fully specifies a graph attentional layer.

2) Max-pooling Layer

The main advantage of GATs is that they can learn the importance of each neighbor adaptively. However, the computational cost and memory consumption of previous GATs increase rapidly because the attention weights between each pair of neighbors must be computed.

To accelerate training process and reduce training time, this paper employs a max-pooling layer to down sample the features from the previous graph attentional layer, which is one of the innovative points.

$$
H_D^i = \sigma_{\text{ELU}} \left( \max_{j \in N(i)} (H_{GAT,j}^i) \right)
$$

where $H_D^i$ is the input feature of max-pooling layers; $H_D^i$ is the output feature of max-pooling layers; and $R$ is the max-pooling region.

3) Dense Layer

As one of the most commonly used layers in GNNs, the dense layer is generally located at the top of the neural network. In the RPOGAT, a dense layer is used to connect the features output by the max-pooling layer and another dense layer is employed to output the results (i.e., scheduling schemes of control devices):

$$
H_D^i = \sigma_s(W_D H_D^i + B_D)
$$

where $H_D^i$ is the input feature of dense layers; $W_D$ is the weight vector of dense layers; $B_D$ is the bias vector of dense layers; $\sigma_s$ is the sigmoid function; and $H_D^i$ is the output feature of dense layers. Note that the output feature of the second dense layer is the scheduling schemes of control devices.

4) Loss Function

The previous GAT is generally used for node classification tasks, which employs cross-entropy as a loss function, which is not applicable to RPO problem.

In this paper, the RPOGAT directly maps nonlinear relationships between the graphs and scheduling schemes of control devices. Therefore, the RPOGAT can be considered as a complex regression model, in which a simple yet robust mean absolute error (MAE) is employed as the customized loss functions for the RPOGAT:

$$
\text{MAE} = \frac{1}{M} \sum_{i=1}^{M} (y_i - \hat{y}_i)
$$

where $M$ is the total number of predicted points; $y_i$ is the predicted value; and $\hat{y}_i$ is the real value.

C. A Rule-based Strategy to Adjust Infeasible Solutions

In this subsection, a rule-based strategy is proposed to adjust infeasible solutions that violate constraints.

As shown in Fig. 5, to check the feasibility of solutions for the distribution network state, the power flow analysis is
performed to detect if constraints are violated. If all constraints are satisfied, the solutions are implemented as real-time RPO control. Relatively, if the constraints are defined, these solutions should be adjusted based on a rule-based strategy. Normally, the solution obtained by the RPOGAT can be used as an initial point for a rule-based strategy (e.g., linear programming, nonlinear programming, and heuristic algorithm) to speed up the convergence.

![Diagram](https://via.placeholder.com/150)

**Fig. 5.** Framework of rule-based strategy.

The GA is used as an example to illustrate how to adjust solutions. Other rule-based strategies can be treated in a similar way. Traditional GA uses random noises to initialize the chromosomes and their initial fitness functions are inferior. To improve the initial fitness functions, the solution obtained by RPOGAT is employed to initialize chromosomes. Also, in order to increase the diversity of chromosomes in the population, the initial chromosomes need to be mutated. In other words, one or more elements of each chromosome are replaced using random noises. The subsequent iterative process is consistent with the traditional GA. Overall, the chromosome of GA is initialized by the solution of RPOGAT to obtain a high-quality initial population, which can also accelerate the convergence of GA.

The reason for using GA here is to adjust infeasible solutions that do not satisfy the constraints to ensure the feasibility of the solution. GA is used as an example because it is a commonly used rule-based optimization algorithm for the RPO problem. However, it is also recognized that the decision to use GA may require consideration of computational time constraints, especially in online environments. In practice, depending on computational resources and time requirements, other rule-based optimization algorithms (e.g., linear programming) may be considered, which are more suitable for online scenarios.

**IV. Case Study**

**A. Simulation Setup**

To compare the performance of the proposed RPOGAT and the popular benchmarks, simulations and analyses are performed on an IEEE 33-bus distribution network, whose parameters can be found in [25]. Further, various control devices (e.g., CBs, transformer, and SVCs) are added to the feeders, as shown in the Fig. 6.
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**Fig. 6.** Framework of IEEE 33-bus distribution network.

In particular, the voltage base value is 12.66 kV. The transformer tap includes 17 ratios, which vary from $-8 \times 1.25\%$ to $8 \times 1.25\%$. Various control devices are generally decentralized and located at the end of feeders to reduce power loss and boost voltage. Therefore, this paper makes the following assumptions about the location and capacity of SVCs and CBs: SVCs are added to the 9th node, 21st node, and 24th node. The reactive power provided by each SVC ranges from $-500 \text{kvar}$ to $500 \text{kvar}$. Two groups of CBs are added to the 17th node and 32nd node, respectively. Each group has 7 CBs. The reactive power provided by each CB is 100 kvar. The voltage limits at all nodes are 0.9-1.1 p.u.

The original IEEE 33-bus distribution network only includes one moment of loads, which cannot be used to train and test the performance of each model. To construct the dataset, this paper assumes that the load of each node is multiplied by a noise from a truncated Gaussian distribution. This is because the load level is considered to obey the truncated Gaussian distribution according to previous publications [12]. The standard deviation is 0.85 p.u., and the mean value is 1.12 p.u.. The upper boundary for all noise is 2 p.u. and the lower boundary is 0.25 p.u.. In this case, this paper randomly generates 4000 training samples, 500 validation samples, and 500 test samples. To obtain the labels of the training set and validation set, GA is run 30 times, and then the optimal solution is used as the label of these samples.

To illustrate the superiority of the proposed RPOGAT, simulations are analyzed in comparison with CNN [12], MLP [10], GA, CBR [7], support vector machine (SVM), random forest (RF), and more recent and advanced GCN [17]. Note that node 0 is a slack node, so it is not considered as an input to the model. For GNNs (e.g., GCN and RPOGAT), the inputs include a $32 \times 32$ adjacency matrix (i.e., the connection relationship among the 1st node to 32nd node) and a $32 \times 2$ feature matrix (i.e., the active power and reactive power of the 1st node to 32nd node). For CNN, MLP, SVM, and RF, their inputs only include the feature matrix, since they cannot handle the adjacency matrix. Further, the determination of hyperparameters is a challenge of deep learning models. The control variable method in [12] and Bayesian optimization in [26] are employed to determine parameters and structures of each model after many experiments in the training set and validation set.

1) RPOGAT: this model consists of two graph attentional layers, a max-pooling layer, and two dense layers. In each
graph attentional layer, the number of output channels is 8, and the number of attention heads is 4. The pooling size is 2 in the max-pooling layer. The numbers of neurons in the two dense layers are 64 and 6, respectively.

2) GCN: this model has the same structure and parameters as RPOGAT, except that graph convolutional layers are used to graph attentional layers. In each graph convolutional layer, the number of output channels is 8.

3) CNN: this model has the same structure and parameters as RPOGAT, except that traditional convolutional layers are used to graph attentional layers. The numbers of filters in two convolutional layers are 8 and 16, respectively. The size of the convolutional kernel is 2.

4) GA: the population includes 50 chromosomes. The probability of chromosomal crossover is 0.7, and the probability of gene mutation is 0.2. The maximum number of iterations is 100.

5) CBR: this model utilizes similarity to filter historical cases and directly assigns the historical scheduling scheme to the current case without any changes. The specific framework can be found in [6].

6) SVM: this model is implemented for regression. The kernel type is linear, and the cache size is 300.

7) RF: this model improves the predictive accuracy by fitting a large number of decision trees. The number of decision trees is 200, and the minimum number of samples required to split an internal node is 2.

In addition, the neural networks mentioned above have the following parameters in common: the number of decision trees in each model can be implemented as real numbers, the training time is different for each trained model, and solutions of historical cases and assigning historical scheduling schemes directly to current cases without making any changes. In other words, CBR is difficult to adapt to various load conditions. Note that the labels of the training and validation sets are generated by GA, while RPOGAT outperforms GA, which indicates that RPOGAT does not simply copy the labels generated by GA, but can adaptively generate suitable scheduling schemes according to different load conditions.

2) Stable solutions. SVM is a statistical model, while the results of CBR depend only on the search strategy and historical cases, so they have a standard deviation of 0. In other words, the parameters of independently trained SVMs or CBRs are consistent. In contrast, other models (e.g., RPOGAT, GCN, CNN, MLP, RF, and GA) need to initialize weights or populations with random noise, resulting in different performances for each trained model. To analyze the effect of random noise on model performance, Table I shows the standard deviation of the test set for each model. Except SVM and CBR, the RPOGAT has the best stability, as it has the smallest standard deviation than GCN, CNN, MLP, RF, and GA.

3) Low cross-constraint ratio. After obtaining the scheduling schemes for the test set, the power flow analysis is performed to detect if constraints are violated. From the 6th column of Table I, all constraints are satisfied, and solutions of each model can be implemented as real-time RPO control.

Further, Table II shows the mean offline training time and online inference time of each model. Specifically, GA and CBR do not need to pre-train their models, so their offline training time is 0 s. Neural network and decision tree based models (RPOGAT, GCN, CNN, MLP, and RF) take longer time to train models offline than statistical models (e.g., SVM), because the former have thousands of parameters to be optimized.

### Table I

<table>
<thead>
<tr>
<th>Model</th>
<th>Power loss (kW)</th>
<th>Standard deviation (kW)</th>
<th>Cross-constraint ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Maximum</td>
<td>Minimum</td>
</tr>
<tr>
<td>RPOGAT</td>
<td>235.230</td>
<td>235.256</td>
<td>235.213</td>
</tr>
<tr>
<td>GCN</td>
<td>235.942</td>
<td>235.956</td>
<td>235.913</td>
</tr>
<tr>
<td>CNN</td>
<td>236.349</td>
<td>236.397</td>
<td>236.319</td>
</tr>
<tr>
<td>MLP</td>
<td>236.836</td>
<td>236.894</td>
<td>236.790</td>
</tr>
<tr>
<td>RF</td>
<td>236.397</td>
<td>236.465</td>
<td>236.337</td>
</tr>
<tr>
<td>GA</td>
<td>236.924</td>
<td>236.942</td>
<td>236.902</td>
</tr>
<tr>
<td>SVM</td>
<td>237.666</td>
<td>237.666</td>
<td>237.666</td>
</tr>
<tr>
<td>CBR</td>
<td>240.075</td>
<td>240.075</td>
<td>240.075</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Model</th>
<th>Off-line training time (s)</th>
<th>Online inference time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPOGAT</td>
<td>588.17</td>
<td>0.57</td>
</tr>
<tr>
<td>GCN</td>
<td>45.29</td>
<td>0.09</td>
</tr>
<tr>
<td>CNN</td>
<td>38.14</td>
<td>0.04</td>
</tr>
<tr>
<td>MLP</td>
<td>20.04</td>
<td>0.02</td>
</tr>
<tr>
<td>RF</td>
<td>110.31</td>
<td>0.12</td>
</tr>
<tr>
<td>GA</td>
<td>0</td>
<td>22.18</td>
</tr>
<tr>
<td>SVM</td>
<td>0.25</td>
<td>0.01</td>
</tr>
<tr>
<td>CBR</td>
<td>0</td>
<td>3.21</td>
</tr>
</tbody>
</table>
The main limitation of RPOGAT is that its mean off-line training time is longer than that of other models, but a few hours of training time is acceptable in practical engineering. Compared with the traditional physical model based algorithms (e.g., GA), the online inference time of the neural networks is shorter, which is also one of the advantages of the proposed RPOGAT.

C. Sensitivity Analysis of Training Set Size

When applying machine learning based models under realistic conditions, the historical data in each region vary over a wide range, which may affect the quality of scheduling schemes for RPO. In this subsection, an attempt is made to analyze the sensitivity of each model to the training set size.

First, 11 different cases are set to vary the training set size, i.e., the number of samples in the training set, as shown in Table III. The samples of each case are randomly sampled from the original training set. Note that the test set and the validation set are kept constant. Then, each machine learning based model is independently trained 30 times to obtain the mean power loss of the test set and mean off-line training time, as shown in Fig. 7.

![Fig. 7. Mean results of different cases. (a) Power losses. (b) Off-line training time.](image)

On one hand, the performance of each model for the test set does not change significantly as the number of training samples decreases, indicating that these machine learning based models are not sensitive to the size of the training set size. For example, the power loss of the proposed RPOGAT in case 11 is only 0.15% higher than that in case 1. In addition, a small training set size can significantly reduce the mean off-line training time without affecting the performance of models, so machine learning based models do not require a large training set size, which is one of the advantages of the proposed RPOGAT.

On the other hand, the power loss of the proposed RPOGAT is smaller than other models regardless of how the training set size varies, indicating that the proposed RPOGAT has better adaptability to different training set sizes.

D. Robustness Analysis of Extreme Load Conditions

In fact, the consumption habits or market-based behavior of users may change the load profiles, causing the current load distributions to differ dramatically from the historical one. For example, very rare light loads or heavy loads may occur at some time in theory. In this subsection, the robustness of each model to extreme loading conditions is tested.

Firstly, only common load conditions (i.e., medium loads) are used to construct the 4000 training samples and 500 validation samples. To obtain these samples, the raw power load of each node is multiplied by a Gaussian noise ranging from 0.75 p.u. to 1.75 p.u.

Secondly, extreme load conditions (i.e., light loads and heavy loads) are used to construct the test set, which includes 250 light load conditions and 250 heavy load conditions. To obtain the sample of light loads, the raw power load of each node is multiplied by a Gaussian noise ranging from 0.25 p.u. to 0.5 p.u. To obtain the sample of heavy loads, the raw power load of each node is multiplied by a Gaussian noise ranging from 2.0 p.u. to 2.5 p.u.

Finally, each model is independently trained 30 times to obtain the results, as shown in Table IV and Table V. Note that the proposed strategy is not used here, and it will be considered in Section IV-E.
Whether it is a light load condition or a heavy load condition, the proposed RPOGAT outperforms other machine learning based models, including GCN, CNN, MLP, RF, SVM, and CBR, because the mean power loss of RPOGAT is the lowest.

On the other side, the partial solutions of all machine learning based models do not satisfy the constraints for light load conditions. This is because the light load conditions are significantly different from common load conditions. These scheduling schemes from these machine learning based models provide too much reactive power, causing the voltage to exceed the upper limit. Therefore, these bad solutions cannot be implemented as real-time RPO control, and they should be adjusted based on a rule-based strategy.

For example, the bad solutions from RPOGAT account for 10.76% of the light load conditions in the test set. They are reduced by approximately 3.44%, 10.12%, 6.56%, 12.04%, 17.64%, and 12.04% compared with the GCN, CNN, MLP, RF, SVM, and CBR, respectively.

E. Performance Analysis of Rule-based Strategy to Adjust Infeasible Solutions

The previous subsections have shown that the proposed RPOGAT and other machine learning based models may yield infeasible solutions for extreme load conditions (e.g., light load conditions). This subsection will analyze whether the proposed strategy can adjust infeasible solutions.

The solutions obtained by RPOGAT are utilized to initialize chromosomes on GA. Also, one element of each chromosome is replaced using random noises to increase the diversity of chromosomes in the population. Figure 8 shows the iterative processes of two populations initialized with random noise and the solutions obtained by RPOGAT.

Although the bad solution obtained by RPOGAT cannot be used directly for real-time RPO control, it can be used as the initial population of GA, which accelerates the convergence speed of GA. After initializing the population using solution obtained by RPOGAT, the mean number to GA convergence is 38 iterations, while that of the original GA is 55 iterations. In other words, the solutions of RPOGAT can reduce the online inference time of GA by 30.91%.

Generally, the proposed strategy ensures that the constraints are satisfied, and the solution derived from RPOGAT as a starting point can speed up convergence.

F. Comparison of Dynamic RPO

The previous subsections have verified the effectiveness of the proposed RPOGAT for static RPO, and dynamic RPO can be simplified into multiple static ones. It can be inferred that the proposed RPOGAT is also applicable to dynamic RPO.

To confirm above inference, the raw loads are extended into a typical daily load curve in [6], including commercial, domestic, and industrial loads. One day is divided into five time intervals as a simple example, and models are trained 30 times at each interval to obtain mean results, as shown in Table VI.

<table>
<thead>
<tr>
<th>Model</th>
<th>The 1st time interval</th>
<th>The 2nd time interval</th>
<th>The 3rd time interval</th>
<th>The 4th time interval</th>
<th>The 5th time interval</th>
<th>One day</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPOGAT</td>
<td>131.57</td>
<td>91.51</td>
<td>547.18</td>
<td>1589.63</td>
<td>566.33</td>
<td>2926.22</td>
</tr>
<tr>
<td>GCN</td>
<td>132.75</td>
<td>92.41</td>
<td>547.93</td>
<td>1590.29</td>
<td>567.07</td>
<td>2930.43</td>
</tr>
<tr>
<td>CNN</td>
<td>133.65</td>
<td>93.48</td>
<td>548.72</td>
<td>1591.25</td>
<td>567.88</td>
<td>2934.98</td>
</tr>
<tr>
<td>MLP</td>
<td>140.60</td>
<td>97.09</td>
<td>550.25</td>
<td>1592.97</td>
<td>569.41</td>
<td>2950.32</td>
</tr>
<tr>
<td>RF</td>
<td>142.78</td>
<td>98.18</td>
<td>550.88</td>
<td>1593.48</td>
<td>570.06</td>
<td>2955.38</td>
</tr>
<tr>
<td>SVM</td>
<td>147.93</td>
<td>98.72</td>
<td>551.41</td>
<td>1601.32</td>
<td>569.75</td>
<td>2969.13</td>
</tr>
<tr>
<td>CBR</td>
<td>158.45</td>
<td>108.39</td>
<td>567.36</td>
<td>1597.86</td>
<td>573.54</td>
<td>3005.59</td>
</tr>
</tbody>
</table>

After dividing the day into multiple time intervals, the proposed RPOGAT has less power losses in each interval than other machine learning based models, which indicates that above inference is correct, i.e., RPOGAT also outperforms popular benchmarks for dynamic RPO.

G. Performance Comparison of Large-scale Distribution Networks

To validate the effectiveness of the proposed RPOGAT for large-scale distribution network, simulations and analyses are performed on the IEEE 69-bus distribution network and a 118-bus distribution network, whose parameters can be found in [27], [28]. Further, various control devices (e.g., CBs, transformers, and SVCs) are added to the feeders, as shown in the Fig. 9 and Fig. 10. Other parameters (e.g., voltage base value, types of transformers, and capacities of SVCs and CBs) are the same as those in the IEEE 33-bus distribution network.
Similarly, to construct 5000 samples (4000 training samples, 500 validation samples, and 500 test samples), the load of each node is multiplied by a Gaussian noise ranging from 0.25 p.u. to 1.5 p.u. The GA is also employed to obtain the labels of the training set and validation set. Each model is independently trained 30 times to obtain the solution of the test set, as shown in Tables VII-X.

### Table VII

<table>
<thead>
<tr>
<th>Model</th>
<th>Power loss (kW)</th>
<th>Standard deviation (kW)</th>
<th>Cross-constraint ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Maximum</td>
<td>Minimum</td>
</tr>
<tr>
<td>RPOGAT</td>
<td>289.046</td>
<td>289.054</td>
<td>289.036</td>
</tr>
<tr>
<td>GCN</td>
<td>289.860</td>
<td>289.866</td>
<td>289.851</td>
</tr>
<tr>
<td>CNN</td>
<td>290.097</td>
<td>290.101</td>
<td>290.092</td>
</tr>
<tr>
<td>MLP</td>
<td>290.216</td>
<td>290.225</td>
<td>290.205</td>
</tr>
<tr>
<td>RF</td>
<td>290.112</td>
<td>290.127</td>
<td>290.100</td>
</tr>
<tr>
<td>GA</td>
<td>290.128</td>
<td>290.145</td>
<td>290.110</td>
</tr>
<tr>
<td>SVM</td>
<td>291.725</td>
<td>291.725</td>
<td>291.725</td>
</tr>
<tr>
<td>CBR</td>
<td>291.220</td>
<td>291.220</td>
<td>291.220</td>
</tr>
</tbody>
</table>

The simulation results of large-scale distribution networks are similar to those of the IEEE 33-bus distribution networks, i.e., the mean power loss of the proposed RPOGAT is smaller than that in other benchmarks, and the proposed RPOGAT is more stable than the neural network and decision tree based models.

Real-time power systems typically require an appropriate dispatching solution within 1 min [29], during which the distribution networks acquire metering data and then obtain optimal adjustment for all control devices (e.g., transformers, CBs, and SVCs). From the Table IX and Table X, it is found that the online inference time of GA rises dramatically with the scale of distribution networks, while online inference time of proposed RPOGAT is not sensitive to the scale of the scale of distribution networks.

### Table VIII

<table>
<thead>
<tr>
<th>Model</th>
<th>Power loss (kW)</th>
<th>Standard deviation (kW)</th>
<th>Cross-constraint ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPOGAT</td>
<td>569.427</td>
<td>569.453</td>
<td>569.412</td>
</tr>
<tr>
<td>GCN</td>
<td>570.465</td>
<td>570.595</td>
<td>570.430</td>
</tr>
<tr>
<td>CNN</td>
<td>571.633</td>
<td>571.723</td>
<td>571.547</td>
</tr>
<tr>
<td>MLP</td>
<td>571.592</td>
<td>571.598</td>
<td>571.584</td>
</tr>
<tr>
<td>RF</td>
<td>571.222</td>
<td>571.234</td>
<td>571.212</td>
</tr>
<tr>
<td>GA</td>
<td>570.719</td>
<td>570.750</td>
<td>570.688</td>
</tr>
<tr>
<td>SVM</td>
<td>571.659</td>
<td>571.659</td>
<td>571.659</td>
</tr>
<tr>
<td>CBR</td>
<td>572.422</td>
<td>572.422</td>
<td>572.422</td>
</tr>
</tbody>
</table>

### Table IX

<table>
<thead>
<tr>
<th>Model</th>
<th>Off-line training time (s)</th>
<th>Online inference time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPOGAT</td>
<td>1111.29</td>
<td>0.59</td>
</tr>
<tr>
<td>GCN</td>
<td>50.67</td>
<td>0.11</td>
</tr>
<tr>
<td>CNN</td>
<td>49.21</td>
<td>0.05</td>
</tr>
<tr>
<td>MLP</td>
<td>21.25</td>
<td>0.02</td>
</tr>
<tr>
<td>RF</td>
<td>267.45</td>
<td>0.18</td>
</tr>
<tr>
<td>GA</td>
<td>0</td>
<td>67.25</td>
</tr>
<tr>
<td>SVM</td>
<td>1.40</td>
<td>0.04</td>
</tr>
<tr>
<td>CBR</td>
<td>0</td>
<td>5.89</td>
</tr>
</tbody>
</table>

### Table X

<table>
<thead>
<tr>
<th>Model</th>
<th>Off-line training time (s)</th>
<th>Online inference time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPOGAT</td>
<td>2173.83</td>
<td>0.69</td>
</tr>
<tr>
<td>GCN</td>
<td>77.73</td>
<td>0.43</td>
</tr>
<tr>
<td>CNN</td>
<td>93.09</td>
<td>0.07</td>
</tr>
<tr>
<td>MLP</td>
<td>21.34</td>
<td>0.02</td>
</tr>
<tr>
<td>RF</td>
<td>826.61</td>
<td>0.30</td>
</tr>
<tr>
<td>GA</td>
<td>0</td>
<td>287.51</td>
</tr>
<tr>
<td>SVM</td>
<td>4.18</td>
<td>0.13</td>
</tr>
<tr>
<td>CBR</td>
<td>0</td>
<td>9.26</td>
</tr>
</tbody>
</table>

Fig. 9. Framework of IEEE 69-bus distribution network.

Fig. 10. Framework of 118-bus distribution network.
distribution networks, since the physical model is replaced by the direct RPOGAT mapping. In a nutshell, the proposed RPOGAT is more suitable than the traditional physical model based algorithms (e.g., GA) for real-time RPO control in large-scale distribution networks.

V. Conclusion

To improve accuracy and reduce online inference time of RPO, the GAT is migrated from computer vision into the RPO problem. Simulation and analysis of several distribution networks lead to the following conclusions.

1) The proposed RPOGAT achieves state-of-the-art performance with high-quality and stable solutions for both static and dynamic RPOs. For common load conditions, the scheduling schemes generated by proposed RPOGAT do not violate the constraints. For extreme load conditions, the proposed RPOGAT also has a lower cross-constraint ratio than other machine learning based models when the proposed rule-based strategy is not used.

2) The proposed rule-based strategy ensures that the constraints are satisfied, and the solution derived from the proposed RPOGAT as a starting point can speed up convergence.

3) The proposed RPOGAT is not sensitive to the training set size, and it has better adaptability than machine learning based models regardless of how the training set size varies.

4) The main limitation of the proposed RPOGAT is that the off-line training time is longer than other models, but an off-line training time of a few hours is acceptable in practical engineering. The proposed RPOGAT is more suitable than traditional physical model based algorithms (e.g., GA) for real-time RPO control in large-scale distribution networks, since its online inference is significantly faster than traditional physical model based algorithms.

For future work, the single objective function may be extended into multiple ones. Besides, renewable energy sources, active power dispatching, energy storage devices, and topology changes may also be considered [30], [31].

References


LIAO et al: DATA-DRIVEN REACTIVE POWER OPTIMIZATION OF DISTRIBUTION NETWORKS VIA GRAPH ATTENTION NETWORKS


Wenlong Liao received the B.S. degree from China Agricultural University, Beijing, China, in 2017, the M.S. degree from Tianjin University, Tianjin, China, in 2020, and the Ph.D. degree from Aalborg University, Aalborg, Denmark, in 2023. Currently, he is a Postdoc Researcher at Wind Engineering and Renewable Energy Laboratory, Ecole Polytechnique Federale de Lausanne (EPFL), Lausanne, Switzerland. His current research interests include smart grids, machine learning, and renewable energy.

Dechang Yang received Ph.D. degree in Dortmund University of Technology, Dortmund, Germany, in 2012. He is currently an Associate Professor in College of Information and Electrical Engineering, China Agricultural University, Beijing, China. His current research interests include smart grids, machine learning, and optimization and operation of distribution network.

Qi Liu received the B.S. and M.S. degrees in electrical engineering from Shandong University of Science and Technology, Qingdao, China, in 2015 and 2018, respectively, and the Ph.D. degree in electrical engineering from Tianjin University, Tianjin, China, in 2022. He is currently a Lecturer in College of Electrical Engineering and Automation, Shandong University of Science and Technology. His research interests include distribution systems and renewable energy.

Yixiong Jia received the B.S. degree from North West Agriculture and Forestry University, Xi’an, China, in 2019, and the M.S. degree from ShanghaiTech University, Shanghai, China, in 2022. Currently, he is a Ph.D. student at Department of Electrical Engineering, The University of Hong Kong, Hong Kong, China. His current research interest includes optimization of power systems.

Chenxi Wang received the B.S. degree in electrical engineering and its automation from the South China University of Technology, Guangzhou, China, in 2022. He is currently pursuing the Ph.D. degree in electrical and electronic engineering with The University of Hong Kong, Hong Kong, China. His current research interests include energy forecasting and data valuation.

Zhe Yang received the B.S. degree from Northeast Electric Power University, Jilin, China, in 2017, the M.S. degree from North China Electric Power University, Beijing, China, in 2020, and the Ph.D. degree from Aalborg University, Aalborg, Denmark, in 2023. Currently, He is a Postdoc Researcher at Department of Electrical Engineering, The Hong Kong Polytechnic University, Hong Kong, China. His current research interests include machine learning, renewable energy, and power system protection.