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Abstract——With the rapid expansion of offshore wind farms 
(OWFs) in remote regions, the study of highly reliable electrical 
collector systems (ECSs) has become increasingly important. 
Post-fault network recovery is considered as an effective mea‐
sure of reliability enhancement. In this paper, we propose a 
smart switch configuration that facilitates network recovery, 
making it well-suited for ECSs operating in harsh environ‐
ments. To accommodate the increased complexity of ECSs, a 
novel reliability assessment (RA) method considering detailed 
switch configuration is devised. This method effectively identi‐
fies the minimum outage propagation areas and incorporates 
post-fault network recovery strategies. The optimal normal op‐
erating state and network reconfiguration strategies that maxi‐
mize ECS reliability can be obtained after optimization. Case 
studies on real-life OWFs validate the effectiveness and superi‐
ority of the proposed RA method compared with the traditional 
sequential Monte-Carlo simulation method. Moreover, numeri‐
cal tests demonstrate that the proposed switch configuration, in 
conjunction with proper topology and network recovery, 
achieves the highest benefits across a wide range of operating 
conditions.

Index Terms——Electrical collector system, mathematical pro‐
gramming, reliability assessment, switch configuration.
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Set of nodes connected to node i

Sets of cables with breaker and switch at left end

Sets of cables with breaker and switch at right end

Set of wind scenarios

Index for cable connected to feeder f

Index for feeders

Indices for nodes

Indices for cables

Indices for tripped stage and recovery stage

Index for fault events

Unit-price of offshore wind energy

Failure rates of fault u, cable ij, and wind tur‐
bine k

Time required to isolate and repair fault u

Time required to isolate and repair cable fault

Time required to repair wind turbine fault

Connection statuses of circuit breaker at nodes i 
and j on cable ij under normal operation

Susceptance of cable ij

Costs of circuit breaker and isolation switch

Expected energy not transmitted of system with‐
out any breakers or switches

Number of interruptions in power supply of 
wind turbine k

Cable-feeder and node-feeder affiliations, 1 de‐
noting that cable ij and wind turbine k supply 
power to offshore substation through feeder f

Big-M constant

Numbers of circuit breakers and isolation switch‐
es

Numbers of feeders, nodes, and cables

Probability of scenario ω

Power transmission capacities of feeder f and ca‐
ble ij
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Sent power and rated capacity of wind turbine k

Discount ratio and operating time of project

Duration of the jth interruption of wind turbine k

Annual effective utilization time of wind tur‐
bines considering wake effect

Voltage phase of node i when cable rs fails

Connection status of breaker at nodes i and j at 
tripped stage after cable rs fails

Reliability-related cost of offshore wind farm

Expected energy not transmitted

Virtual fault flow variables, equal to 0 when vir‐
tual fault flows through cable ij at tripped stage 
and reconfiguration stage after cable rs fails

Virtual fault flow variables, equal to 0 when vir‐
tual fault flows through node i at tripped stage 
and reconfiguration stage after cable rs fails

Fault impact variables, equal to 1 when wind tur‐
bine k is affected by fault u and fault of cable rs

Fault continuation variables, equal to 1 when 
wind turbine k still cannot send power after re‐
configuration

Power flowing through feeder f and cable ij after 
reconfiguration due to fault of cable rs

Wind power sent by wind turbine k after recon‐
figuration following fault of cable rs

Connection statuses of cable ij under normal op‐
eration and after reconfiguration following fault 
of cable rs

Connection statuses of isolation switch at nodes i 
and j at reconfiguration stage after cable rs fails

Turbine interruption duration of node k

Turbine interruption frequency of node k

Comprehensive benefit of switch configuration

Expected value

I. INTRODUCTION

WIND power is currently one of the fastest-growing 
forms of renewable energy. Offshore wind power of‐

fers several advantages over its onshore counterpart such as 
higher wind speeds, longer annual utilization time, and the 
preservation of land resources. As a result, there is potential 
for significant expansion of offshore wind power. The Euro‐
pean Commission has projected that offshore wind power ca‐
pacity will reach 450 GW by 2050 [1]. However, as offshore 
wind farms (OWFs) continue to grow in size, more cables 
are required to connect the wind turbines (WTs) to the pow‐
er grid, increasing the vulnerability of their electrical collec‐
tor systems (ECSs) [2], [3]. Submarine cables are located un‐
der the seabed, making their maintenance and repair extreme‐
ly hard. Consequently, the mean time to repair (MTTR) may 
exceed two months [4]. Thus, high reliability of ECSs is im‐

perative for remote and large-scale OWFs that contribute sig‐
nificantly to the onshore power grid, as extended fault repair 
time leads to considerable economic losses [5]. This high‐
lights the necessity and importance of researching ECS reli‐
ability assessment (RA) methods [6].

The reliability analysis of power systems is well docu‐
mented in the literature. Reference [7] discusses the defini‐
tions and calculation methods of reliability indices such as 
expected energy not supplied (EENS) and loss of load proba‐
bility (LOLP). Early research on RA mainly focused on dis‐
tribution networks [8] - [13]. However, with the increasing 
size of OWFs, RA has become indispensable for ensuring 
their economic and reliable operation. Currently, RA meth‐
ods can be divided into time-series simulation and analytical 
methods. Reference [14]-[16] use Monte-Carlo simulation to 
evaluate the reliability of OWFs. However, applying the sim‐
ulation method to the reliability of large-scale OWFs re‐
quires thousands of Monte-Carlo sample states, whose gener‐
ation may greatly reduce the computational efficiency.

Various analytical methods have been studied for evaluat‐
ing the reliability of OWFs [17]-[24]. One of them is based 
on reliability block diagram and minimal path techniques to 
calculate reliability indices such as EENS and annual outage 
hours [17], [18]. However, efficiency becomes an issue 
when the system is large; thus, two approximate calculation 
methods have been presented in [17]. Another method treats 
the WT string as an equivalent generator, and applies tradi‐
tional reliability evaluation methods for the power grid to 
the availability of OWFs [19]. References [20] and [21] pro‐
pose the index of generation ratio availability and its analyti‐
cal calculation method to assess the performance of the 
ECS. Reference [22] adopts a method combining multi-state 
Markov process and universal generation function to assess 
the system reliability. Furthermore, case studies demonstrate 
the necessity of considering the reliability of ECS in the 
availability assessment of OWF. In addition, some scholars 
have attempted to consider reliability in wind farm planning 
problems [15], [16], [18], [21]. In [16], a bi-level optimiza‐
tion model is proposed and the sequential Monte-Carlo simu‐
lation (SMCS) is applied at the lower level to assess the reli‐
ability of the Pareto-front solutions (of wind farm layouts) 
obtained at the upper level. References [18] and [21] use the 
genetic algorithm to optimize ECS topology and calculate 
the reliability of optimization results analytically.

Although there have been numerous methods proposed for 
RA, most of them primarily focus on radial ECS with a sin‐
gle substation. These methods often assume traditional 
switch configurations [23], [24], as illustrated in Fig. 1, or 
completely overlook them in some cases. While [25] and 
[26] partially address these limitations, the detailed deploy‐
ment of switches are not considered. As OWFs move to‐
wards larger-scale development, ECSs with multiple substa‐
tions, complex topologies, and flexible switch configurations 
are becoming a trend, and the above research may not be 
suitable for future ECSs. It is worth noting that there are 
similarities between power distribution systems (PDSs) and 
ECSs [27]. The PDS has been studied for decades, and net‐
work recovery is verified as a powerful reliability enhance‐
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ment measure in PDSs [28], [29]. However, its application 
in ECSs has been rarely explored in the literature.

Additionally, most existing RA methods cannot be integrat‐
ed into the planning process, as they can only be used as a pos‐
terior simulation step to check if reliability requirements are 
met, which inevitably leads to sub-optimal planning solutions. 
Therefore, an RA method compatible with ECS planning mod‐
els needs to be developed to help designers balance economic 
efficiency and reliability.

Specifically, the comparison of the present method with 
existing RA methods is presented in Table I. To fill the re‐
search gap, we propose a smart switch configuration, along 
with an RA method for ECSs.

The main contributions of this paper have been summa‐
rized as below.

1) A smart switch configuration suited for the ECS operat‐
ing in harsh environments is devised, which supports post-
fault network recovery at a relatively low cost, thereby en‐
hancing both the economic efficiency and reliability of ECSs.

2) Correspondingly, an RA method applicable to ECS 
with the smart switch configuration is developed. This mod‐
el offers comprehensive considerations of the identification 
of minimum outage propagation area and network recovery 
strategies, proven to be more efficient than the Monte-Carlo 
method. Besides performing RA of existing ECSs, it can al‐
so be integrated into the ECS planning model. The potential 

applicability has been demonstrated.
3) Another RA method for ECS is formulated considering 

detailed switch deployment based on the virtual fault flow 
method, and a comprehensive benefit analysis and compari‐
son for different switch placement strategies are conducted 
under diverse operating conditions.

The remainder of this paper is arranged as follows. The 
conceptual analysis is introduced in Section II. The smart 
switch configuration and the associated RA method are pre‐
sented in Section III. The RA method considering detailed 
switch deployment is formulated in Section IV. The results 
of case study are presented in Section V, followed by discus‐
sions in Section VI. Section VII concludes this paper.

II. CONCEPTUAL ANALYSIS

A.　Calculation of Reliability Indices

To describe the system reliability, it is essential to discuss 
the reliability indices first. This paper utilizes the expected 
energy not transmitted (EENT) as a metric to characterize 
the overall reliability of ECS. The calculation of EENT de‐
pends on the node reliability indices, i. e., turbine interrup‐
tion frequency (TIF) and turbine interruption duration (TID).

The conventional formulas for calculating TIF and TID 
are:

TIFk = frk (1)

TIDk =∑
j = 1

frk

t j
k (2)

The above calculation method of indices requires known 
historical data. In the absence of historical data, RA should 
be conducted with a probabilistic and statistical method to 
obtain the expected value of reliability indices. To achieve 
this, we define the contingency set containing WT and cable 
outages, and analyze the probability and the impact of each 
outage. We introduce binary variables mu

k to indicate whether 
the kth WT is affected by the fault event u and cannot gener‐
ate power, and similarly, binary variables nu

k to indicate 
whether the kth WT is still unable to transmit power after the 
network recovery from the fault event u. With these vari‐
ables, we can reformulate the conventional calculations of re‐
liability indices as:

TIFk =∑
u

λu mu
k (3)

TIDk =∑
u

λu(τ SW
u mu

k + τ
RP
u nu

k ) (4)

After obtaining the nodal reliability indices, EENT can be 
calculated by (5).

EENT = ∑
kÎΨ WT

N

uk Rk

8760
× TIDk (5)

The accurate calculation of mu
k and nu

k is crucial for RA, 
necessitating a precise correlation between outage events and 
these variables. These aspects will be explored in depth in 
Sections III and IV.

B.　Assumptions

The following assumptions are adopted for tractability.

WT; Offshore substation; Circuit breaker (CB)

(a) (b)

(c) (d)

Fig. 1.　Traditional switch configurations of ECS. (a) Partial switch config‐
uration for radial ECS. (b) Complete switch configuration for radial ECS. 
(c) Partial switch configuration for ring ECS. (d) Complete switch configura‐
tion for ring ECS.

TABLE I
COMPARISON WITH EXISTING RA METHODS

Reference

[15], [16]

[17], [18], 
[30]

[21]

[22]

[24]

This paper

Adaptabili‐
ty to com‐
plex topol‐

ogy

´

√
√
´

´

√

Identification 
of minimum 
outage propa‐
gation areas

´

´

´

√
√
√

Post-fault 
network 
recovery

´

´

´

´

´

√

Compati‐
bility with 
planning 
models

√
√
´

´

´

√

Switch 
config‐
uration

´

´

√
´

√
√
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1) The ECS is modeled as a graph/network, with nodes 
representing offshore substations or WTs, and edges repre‐
senting the cable connections between them. The ECS oper‐
ates radially to avoid higher fault currents in loop topology 
[31]. The direct current (DC) power flow model is adopted 
for its trade-off between computational efficiency and accura‐
cy [30], [32].

2) The contingency set consists of cable faults and WT 
faults. Given the low failure rate, it is unlikely that multiple 
cables fail simultaneously. Hence, we assume that the cable 
contingency set contains only single cable outages.

3) The WTs are equipped with essential protection devices 
and switches capable of automatically isolating a faulty WT, 
thus constraining its impact on the network. Consequently, 
network reconfiguration is deemed unnecessary during WT 
faults.

III. SMART SWITCH CONFIGURATION AND ITS RA

This section presents the proposed smart switch configura‐
tion, in which the post-fault network recovery in ECS is pos‐
sible, and describes how the system can reconfigure the net‐
work after a cable fault occurs. We then establish an accu‐
rate model based on mixed-integer linear programming 
(MILP) for ECS with the smart configuration. The model 
not only calculates reliability indices, but also generates opti‐
mal reconfiguration plans in fault scenarios to restore the 
power collection of WTs as much as possible. Therefore, it 
minimizes the economic loss of OWFs in fault scenarios as 
well (if the network reconfiguration strategies are implement‐
ed). Furthermore, this section introduces potential extended 
applications of the model to the ECS planning problem.

A.　Post-fault Network Recovery Switch Configuration

A smart ECS switch configuration is proposed that en‐
ables network reconfiguration after faults. This configuration 
involves equipping each feeder with a CB at the end close 
to the substation, which can respond to persistent cable 
faults that occur anywhere in the system. Furthermore, isola‐
tion switches (SWs) are installed at both ends of all cables 
to isolate the local faults.

The schematic diagram of a simple ECS with the post-
fault network recovery switch configuration is shown in Fig. 
2(a). This system comprises one offshore substation node 
and five WT nodes. Solid lines represent connected cables 
under normal operation. WTs 2, 3, and 6 transmit power to 
the substation via feeder 1, while WTs 4 and 5 transmit pow‐
er via feeder 2. The dotted line between WTs 3 and 5 (denot‐
ed as cable 3-5 henceforth) is the link cable, which is discon‐
nected under normal operation. Thus, this ECS has a ring/
loop topology but operates radially, consistent with Assump‐
tion 1 in Section II-B).

This system is taken as an example to demonstrate the net‐
work reconfiguration process after the cable failure. Assume 
that there is a persistent fault on cable 2-3. Initially, Breaker 
B1 on feeder 1 trips automatically, leading to WTs 2, 3, and 
6 stopping transmitting power to the substation. After the du‐
ration τSW, SWs S3 and S4 on the faulty cable are discon‐
nected to isolate the fault locally. Once the fault is isolated, 
B1 is reclosed, and WT 2 resumes power transmission. 

Next, SWs S9 and S10 on the link cable are closed, and 
WTs 3 and 6 resupply power to the offshore substation 
through feeder 2. Up to this point, the network reconfigura‐
tion is completed. After that, it takes the duration τRP for the 
repair crew to eliminate the fault on cable 2-3. Then, S3 and 
S4 are closed, S9 and S10 are opened, and the network re‐
stores the original normal operating state. The timeline is: 
CB tripping, fault isolation and WT resupply, and restoration 
to normal operation after fault clearance. Therefore, the en‐
tire process can be divided into three stages: tripped stage, 
(network) reconfiguration stage, and recovery stage. Figure 
2(b) displays the operating statuses of WTs in all three stages.

Table II summarizes the impact of all potential single ca‐
ble outages in the illustrative example. It can be inferred that 
during a single cable fault, the WTs in the same feeder as 
the faulty cable are affected in the tripped stage, while other 
WTs are not. Most affected WTs could transmit power via 
another feeder after reconfiguration in the reconfiguration 
stage, though this is not always the case. The fifth row 
shows that if cable 3-6 fails, WT 6 cannot be connected to 
the substation through other cables, and its power transmis‐
sion cannot be restored until the recovery stage.

B.　The First RA Method

Considering the aforementioned network recovery process, 
the first RA method for the ECS with post-fault network re‐
covery switch configuration, denoted by RA1, is formulated 
as (6), subject to the power flow constraints (7)-(13), outage 
propagation area identification constraint (14), post-fault net‐
work reconfiguration constraints (15)-(18), and reliability in‐
dices calculation constraints (19)-(22).

Closed SW; Open SWWT; Substation; CB;

1

2 3

4 5
B2

S1

S2

S5 S8

S9

6

S10B1

S6 S7

S12S11S3 S4

Feeder 1

Feeder 2

Link cable

Status of 

WTs 4 and 5

Status of 

WTs 2, 3, and 6

0

1

0

1

t

t

Tripped
stage

Reconfiguration
stage

Recovery
stage

(a)

(b)

Fig. 2.　Schematic diagram of a simple ECS with post-fault network recovery 
switch configuration. (a) Schematic diagram. (b) Statuses of WTs.
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It is worth noting that superscript rs represents different 
scenarios, i. e., rsÎΨC describes a scenario where cable rs 
(cable between WTs r and s) fails, while rsÎ {NO} repre‐
sents the normal operating scenario (no fault happens).

Among them, (6)-(22) are used to describe the network re‐
configuration for each cable fault scenario, thus producing 
{mrs

k }rsÎΨCkÎΨ
WT

N

 and {nrs
k }rsÎΨCkÎΨ

WT
N

, which can be used to cal‐

culate reliability indices as in (19)-(21). The objective function 

(6), with details shown in (21), aims to minimize wind power 
curtailment in cable and WT failure scenarios, so that the most 
effective fault-handling measures can be obtained accordingly.

The DC power flow model is adopted in this paper, as 
shown in the first block of constraints. Equation (7) is the 
power balance constraint. With the big-M method, (8) repre‐
sents the phase relationship between WTs i and j when cable 
ij is connected in the fault scenario of cable rs. The offshore 
substation is set as the reference node with its voltage phase 
angle set to be 0, as shown in (9). Constraint (11) couples 
the power flow on the cable with its connection state, ensur‐
ing that the power flow is zero when the cable is disconnect‐
ed. Constraints (12) and (13) limit the power flow on the ca‐
ble and the feeder, respectively, below their rated capacities.

When cable rs fails, the CB on the feeder to which cable 
rs belongs will trip, making the WTs connected to that feed‐
er lose power transmission capability. The outage propaga‐
tion area identification constraint (14) ensures that the affect‐
ed WTs cannot supply power.

Constraint (15) ensures that the faulty cable is disconnect‐
ed until it is repaired. Constraint (16) means that the WTs, 
which have not lost power transmission capability due to CB 
tripping, should maintain power supply after the network is 
reconfigured, i. e., for any WT k, if mrs

k = 0, nrs
k = 0 should 

hold. Constraint (17) is the coupling constraint between the 
sent power of WTs P rs

k  and the fault continuation variables 
nrs

k  (nrs
k = 1 when WT k cannot supply power after reconfigu‐

ration), and constraint (18) ensures that the system operates 
radially based on its spanning tree topology.

The node reliability indices TIF and TID can be obtained 
by (19) and (20), respectively, while the reliability index 
EENT of the ECS is decided by (21). To quantify the reli‐
ability-related cost, the economic loss caused by the cur‐
tailed wind power due to cable and WT failures is calculated 
in (22). Therefore, with the proposed model, we could deter‐
mine the optimal network recovery strategies to minimize 
wind power curtailment due to contingencies.

Remark: note that RA1 can be extended to incorporate the 
stochastic nature of WT outputs. This stochasticity can be 
captured using multi-scenario techniques [33]. Utilizing sce‐
nario generation and reduction methods, a comprehensive set 
of scenarios can be derived, denoted as ωÎΩ. Each scenar‐
io is characterized by the production levels of WTs and their 
respective scenario probability pω. Subsequently, the nodal 
reliability indices TIF ω

k , TIDω
k , and system reliability index 

EENTω for each representative scenario ω can be evaluated 
through the proposed model. Finally, the annualized reliabili‐
ty indices can be calculated by (23).

ì

í

î

ï

ï
ïï
ï

ï

ï

ï
ïï
ï

ï

~
TIF k = ∑

ωÎΩ
pω × TIF ω

k

~
TID k = ∑

ωÎΩ
pω × TIDω

k

~
EENT = ∑

ωÎΩ
pω ×EENTω

(23)

C.　Potential Applicability of RA1

In this subsection, we will discuss how to embed RA1 in‐
to the planning model as an explicit expression of the reli‐

TABLE II
IMPACT OF ALL POTENTIAL SINGLE CABLE OUTAGES IN ILLUSTRATIVE 

EXAMPLE

Faulty
 cable

1-2

2-3

3-6

1-4

4-5

Action after failures

Switch operation 
for fault isolation

Open B1, S1, S2

Open B1, S3, S4

Open B1, S11, 
S12

Open B2, S5, S6

Open B2, S7, S8

Switch operation 
for reconfiguration

Close B1, S9, S10

Close B1, S9, S10

Close B1

Close B2, S9, S10

Close B2, S9, S10

Duration of power supply 
interruption 

WT
 2

τSW

τSW

τSW

WT
 3

τSW

τSW

τSW

WT
 4

τSW

τSW

WT
 5

τSW

τSW

WT
 6

τSW

τSW

τSW +
τRP
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ability of ECS whose topology could vary during the optimi‐
zation process. This will assist ECS designers in achieving a 
balance between system economic efficiency and reliability.

Many RA methods encounter challenges when being inte‐
grated into ECS planning models due to difficulties in identi‐
fying the smallest area of outage propagation as ECS topolo‐
gy varies during the planning process. In RA1, this is 
achieved by solving for the fault impact variable of the ca‐
ble mrs

k  (mrs
k = 1 when WT k is affected by the failure of ca‐

ble rs). To address this, constraint (14) is introduced.
If the topology of ECS is known, as shown in the illustra‐

tive example in Fig. 2, both hf
rs and hf

k are parameters. And 
(24) can be directly obtained from the system structure dia‐
gram. Combined with (14), mrs

k  can be calculated as (25), 
which is consistent with the results in Table I.
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23 = 0h1
3 = 1h2

3 = 0

h1
36 = 1h2

36 = 0h1
4 = 0h2

4 = 1

h1
14 = 0h2

14 = 1h1
5 = 0h2

5 = 1

h1
45 = 0h2
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6 = 1h2
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m12
2 = 1 m23

2 = 1 m36
2 = 1 m14

2 = 0 m45
2 = 0

m12
3 = 1 m23

3 = 1 m36
3 = 1 m14

3 = 0 m45
3 = 0

m12
4 = 0 m23

4 = 0 m36
4 = 0 m14

4 = 1 m45
4 = 1

m12
5 = 0 m23

5 = 0 m36
5 = 0 m14

5 = 1 m45
5 = 1

m12
6 = 1 m23

6 = 1 m36
6 = 1 m14

6 = 0 m45
6 = 0

(25)

If RA1 is incorporated into the OWF planning process for 
RA of ECSs with undetermined topology, hf

rs and hf
k become 

decision variables. It is necessary to describe them with the 
connection status variable of the cable in normal operation 
sNO

ij  of ECS planning. When cable ij is connected (sNO
ij = 1), 

WTs i and j, as well as cable ij, belong to the same feeder. 
This can be expressed as nonlinear constraint (26).

hf
ij = sNO

ij hf
i = sNO

ij hf
j (26)

One can linearize constraints that contain bi-linear terms 
to make them more manageable by applying the big-M meth‐
od (the same technique is also applied to logical constraints 
in later sections, but will not be emphasized). By linearizing 
(26), we obtain (27) and (28). The source of the affiliation 
relationship is given by (29). And if cable ij is disconnected 
under normal operation (sNO

ij = 0), it is called link cable. Link 
cables do not belong to any feeder, as indicated in (30).

| hf
ij - hf

i | £M (1 - sNO
ij )     "ijÎΨC"fÎΨF (27)

| hf
ij - hf

j | £M (1 - sNO
ij )     "ijÎΨC"fÎΨF (28)

hf
brf = sNO

brf     "fÎΨFbrfÎΨC (29)

hf
ij £ sNO

ij     "fÎΨF"ijÎΨC (30)

0 £ hf
k £ 1    "kÎΨ WT

N "fÎΨF (31)

0 £ hf
ij £ 1    "ijÎΨC"fÎΨF (32)

∑
f

hf
k £ 1    "kÎΨ WT

N (33)

∑
f

hf
ij £ 1    "ijÎΨC (34)

Thus, the potential application of RA1 in the field of ECS 
network planning and operation can be achieved with the 
constraints above. Since the model is an MILP problem, its 
computational efficiency is determined by the number of bi‐
nary variables. To reduce this, we set hf

ij and hf
k as continu‐

ous variables during the modeling, and introduce coupling 
constraints with binary variables using (27)-(30). Their value 
ranges are specified by (31)-(34), limiting hf

ij and hf
k to bina‐

ry values of 0 or 1. The total number of binary variables in 
the RA1 is reduced by nfnn + nfnc, thereby improving the 
computational efficiency of the RA1.

IV. RA OF ECS CONSIDERING DETAILED SWITCH 
DEPLOYMENT

To investigate the impact of switch configuration on the 
reliability of ECS, i. e., the deployment of CBs and SWs, 
and to assess whether the proposed smart switch configura‐
tion is a worthwhile investment, we extend the RA1 to con‐
sider the flexible placement of switch devices using the virtu‐
al fault flow (VFF) method.

A.　Description of VFF Method

VFF refers to the simulated propagation of “fault flow” in 
cable fault scenarios, which enables evaluation of outage 
ranges. Essentially, VFF simulates the isolation of the fault 
area by switch devices in the ECS, causing the part that the 
VFF flows through to experience a blackout. VFF arises 
from the faulty cable and is classified into two types based 
on the stage of the fault: ① tripped stage virtual fault flow 
(TSVFF); and ② reconfiguration stage virtual fault flow 
(RSVFF). TSVFF can be interrupted by open SWs during 
normal operation and tripped CBs, while RSVFF can be in‐
terrupted by open SWs during the reconfiguration stage, as 
illustrated in Fig. 3.

When cable 2-3 in Fig. 3 experiences a persistent fault 
and breaker B1 automatically trips, the system enters into 
the tripped stage. TSVFF originates from cable 2-3 and 
spreads to both sides. TSVFF is blocked by the tripped B1 
when it spreads upstream. As S11 and S12 are closed, while 
S9 and S10 are open during normal operation, TSVFF can 
propagate downstream along cable 3-6 only. Once the 
switches are operated by the OWF operator, the ECS enters 
into the reconfiguration stage. RSVFF arises from cable 2-3 
and is restricted between S3 and S4 since the two SWs are 
open at this stage.

B.　The Second RA Method

The second RA method (denoted by RA2), which consid‐
ers flexible switch deployment, also includes TIF, TID, and 
EENT as reliability indices. The objective function is consis‐
tent with (6) and (21), aimed at obtaining reconfiguration 
strategies that result in the least wind power curtailment in 
various fault scenarios. RA2 is formulated as follows.
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min
{P rs

ij P
rs
i θ

rs
i b

irs
ij bjrs

ij sirs
ij sjrs

ij srs
ij 

}f rsTS
ij f rsRS

ij f rsTS
i f rsRS

i mrs
k n

rs
k

EENT
(35)

The constraints can be divided into four parts. The first 
two parts simulate the VFF propagation in different stages. 
To be more specific, the first part of constraints is about the 
spread of TSVFF in the tripped stage:

f rsTS
rs = 0    "rsÎΨC (36)

|| f rsTS
ij - f rsTS

i £ ( )1 - birs
ij M    "ijÎΨ B

I "rsÎΨC (37)

|| f rsTS
ij - f rsTS

i £ ( )1 - siNO
ij M    "ijÎΨ S

I ijÏΨ
B

I "rsÎΨC (38)

f rsTS
ij = f rsTS

i     "ijÏΨ S
I ijÏΨ

B
I "rsÎΨC (39)

|| f rsTS
ij - f rsTS

j £ ( )1 - bjrs
ij M    "ijÎΨ B

J "rsÎΨC (40)

|| f rsTS
ij - f rsTS

j £ ( )1 - sjNO
ij M    "ijÎΨ S

J ijÏΨ
B

J "rsÎΨC

   (41)

f rsTS
ij = f rsTS

j     "ijÏΨ S
J ijÏΨ

B
J "rsÎΨC (42)

0 £ f rsTS
i £ 1    "iÎΨ WT

N "rsÎΨC (43)

0 £ f rsTS
ij £ 1    "ijÎΨC "rsÎΨC (44)

f rsTS
i = 1    "iÎΨN \Ψ WT

N "rsÎΨC (45)

∑
ijÎΨ B

I

||biNO
ij - birs

ij + ∑
ijÎΨ B

J

||bjNO
ij - bjrs

ij £ 1     "rsÎΨC (46)

mrs
k = 1 - f rsTS

k     "kÎΨ WT
N "rsÎΨC (47)

As mentioned earlier, TSVFF arises from the faulty cable, 
which is described in (36). Its propagation in ECS is impact‐
ed by CBs and SWs. Only the CBs that trip during the TS 
or the SWs that are disconnected in normal operating condi‐
tion can interrupt the spread of TSVFF, and constraints (37)-
(42) describe this using big-M method. To reduce the num‐
ber of binary variables, the same method as in Section III-C 
is adopted. The VFF variables are defined as continuous vari‐
ables, and their values are limited by constraints (44) and 
(45). Constraint (46) emphasizes that there should be at 
most one CB trip action after cable fault occurs. Constraint 
(47) denotes the relationship between the fault impact vari‐
ables and the TSVFF variables.

The second part of constraints is about the spread of RS‐

VFF in the reconfiguration stage:

f rsRS
rs = 0    "rsÎΨC (48)

| f rsRS
ij - f rsRS

i | £ (1 - sirs
ij )M     "ijÎΨ S

I "rsÎΨC (49)

f rsRS
ij = f rsRS

i      "ijÏΨ S
I "rsÎΨC (50)

| f rsRS
ij - f rsRS

j | £ (1 - sjrs
ij )M     "ijÎΨ S

J "rsÎΨC (51)

f rsRS
ij = f rsRS

j     "ijÏΨ S
J "rsÎΨC (52)

0 £ f rsRS
i £ 1    "iÎΨWT"rsÎΨC (53)

0 £ f rsRS
ij £ 1    "ijÎΨC"rsÎΨC (54)

f rsRS
i = 1    "iÎΨN \Ψ WT

N "rsÎΨC (55)

nrs
k = 1 - f rsRS

k     "kÎΨ WT
N "rsÎΨC (56)

Similarly, RSVFF arises from the faulty cable, as de‐
scribed in (48). Its propagation within the ECS is impacted 
by SWs. Only the SWs that are disconnected during the RS 
could interrupt the spread of RSVFF. This is described by 
constraints (49)-(52). RSVFF variables are defined as contin‐
uous variables with their values restricted by constraints (53)-
(55). Constraint (56) denotes the relationship between the 
fault continuation variables and RSVFF variables.

The operating constraints in fault scenarios are formulated 
in the third part, which are similar to RA1. 

ì
í
î
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(57)
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S
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srs
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S
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srs
ij £ sirs
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srs
ij £ sjrs

ij

srs
ij ³ sirs

ij + sjrs
ij - 1

    "ijÎΨ S
I ijÎΨ

S
J (61)

But due to the consideration of detailed switch deploy‐
ment, the connectivity status of the cable depends on the 
connectivity status of its corresponding switches, as de‐
scribed in (58)-(61).

The fourth part of constraints calculates the reliability indi‐
ces and comprehensive benefits of switch configurations:

Blackout area caused by TSVFF and RSVFFVFF source;
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Fig. 3.　Framework of VFF.
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(19)-(22)

V =
α ( )1 + r

t - 1

r ( )1 + r
t ( )EENT0 -EENT - ( )cCBnCB + cSWnSW

 (62)

The overall benefit of switch configuration, denoted by V 
in (62), is defined as the benefit of reliability improvement 

α (EENT0 -EENT ) ( )1 + r
t - 1

r ( )1 + r
t

 minus the cost of purchasing 

and installing all switch devices cCBnCB + cSWnSW. Obviously, 
the benefit brought by reliability improvement is equal to 
the difference between the blackout costs of the no-switch 
configuration EENT0 and the current configuration EENT. 
The present value of the overall benefit is considered by 

multiplying a coefficient ( )1 + r
t - 1

r ( )1 + r
t

.

Note that, both RA1 and RA2 are formulated and trans‐
formed into MILP forms, which can be easily solved by 
modern branch-and-cut solvers.

V. CASE STUDY

The proposed RA1 and RA2 are applied and verified in 
this section. Firstly, we study the influence of post-fault net‐
work reconfiguration as well as the system operating state 
on the reliability at the Ormonde OWF. Next, we apply RA1 
to examine the impact of ECS topology on reliability at the 
Hornsea One Centre OWF. Then, we assess the reliability of 
the Beatrice OWF equipped with six different switch config‐
urations with RA2. Finally, the scalability of the proposed 
method is validated at the London Array OWF. The informa‐
tion on real OWFs and wind resources are obtained from 
[34] and [35], respectively. A two-dimensional Jensen model 
with a Gaussian-shaped velocity deficit is utilized to charac‐
terize the wake effect. More details on this model can be 
found in [36]. For ease of reproducibility, the detailed data 
including information on WTs and cables are available in 
[37]. Simulations are implemented on a laptop PC with an 
Intel Core i5 processor using Gurobi 10.0.0. The optimality 
tolerance is set to be 0 so that all cases are solved to opti‐
mality.

A.　Effect of Post-fault Network Reconfiguration on Reliabil‐
ity

In order to study the effect of post-fault network reconfig‐
uration on reliability, we perform RA on Ormonde OWF 
shown in Fig. 4. Two RA methods, i.e., RA method without 
considering network reconfiguration (M1) and RA1, are uti‐
lized for comparison.

We adopt two methods to obtain various operating states 
for the radial and ring ECSs, respectively. One method in‐
volves sequentially removing two cables in Fig. 4 to form 
the radial topology and treating it as the normal operating 
state of the radial ECSs. The other method obtains the oper‐
ating states conforming to the assumption of radial operation 
by sequentially selecting two specific cables in Fig. 4 as the 
normally disconnected cables (link cables). Then M1 and 
RA1 are applied to each operating state, and Table III shows 

the comparison of the system reliability index with and with‐
out considering post-fault network reconfiguration.

It is evident from Table III that the ECS exhibits varying 
reliability levels depending on its normal operating states. 
And the proposed method offers a way to identify the most 
reliable operating state. The reliability index comparison 
demonstrates that the ring ECS and the implementation of 
network reconfiguration lead to a much more reliable OWF. 
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Fig. 4.　ECS of Ormonde OWF.

TABLE III
INFLUENCE OF NETWORK RECONFIGURATION ON RELIABILITY

Radial ECS (M1 without considering 
network reconfiguration)

Removed cable i-j

9-10, 16-17

10-11, 17-18

11-12, 18-19

12-13, 19-20

13-14, 20-21

14-15, 21-22

7-15, 22-30

6-7, 29-30

5-6, 28-29

4-5, 27-28

3-4, 26-27

2-3, 25-26

1-2, 24-25

1-8, 23-24

EENT (MWh/year)

8965.50

8072.66

7337.76

6734.84

6231.46

5867.81

5623.95

5632.07

5809.69

6140.69

6619.79

7284.63

8114.11

9235.89

Ring ECS (RA1 considering 
network reconfiguration)

Link cable i-j

9-10, 16-17

10-11, 17-18

11-12, 18-19

12-13, 19-20

13-14, 20-21

14-15, 21-22

7-15, 22-30

6-7, 29-30

5-6, 28-29

4-5, 27-28

3-4, 26-27

2-3, 25-26

1-2, 24-25

1-8, 23-24

EENT (MWh/year)

99.98

93.57

88.17

83.69

80.04

77.37

74.33

75.05

75.97

77.98

81.06

85.33

90.74

97.69
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By comparing the reliability results for each type of ECS, it 
can be observed that the highest reliability is achieved when 
cables 7-15 and 22-30 are chosen as the “removed cables” 
or “link cables”, while the lowest reliability is achieved 
when cables 9-10 and 16-17 are selected as the “removed ca‐
bles” or “link cables”. Based on Table III and Fig. 4, it can 
be concluded that when WTs are more evenly distributed on 
different feeders under normal operation, it is more likely to 
achieve a lower reliability index EENT, namely, a more reli‐
able ECS.

The impact of the stochasticity of WTs on the ECS reli‐
ability is also investigated. The most reliable operating states 
(with the lowest EENT) in Table III are taken for illustra‐
tion. Given that the MTTR is relatively long, the short-term 
fluctuations in WT output should have a minimal impact on 
reliability. Hence, we have extracted six representative sce‐
narios from the monthly wind profile [35] to characterize the 
long-term variability of wind, as shown in Fig. 5. Scenario 
probabilities and corresponding ECS reliability indices ob‐
tained through RA method are listed in Table IV. By employ‐
ing (23), the indices 

~
EENT for radial and ring ECSs are 

5615.30 MWh/year and 74.21 MWh/year, respectively. A 
comparison with Table III reveals a slight deviation due to 
WT output stochasticity, indicating its minor effect on the 
RA process. Therefore, to simplify and maintain focus on 
pivotal aspects, WT output uncertainty will not be explicitly 
modeled in subsequent simulation.

B.　Effect of Topology on Reliability

In this subsection, the impact of the ECS topology on reli‐
ability indices is investigated by adding link cables to the 

system. To maintain experimental consistency, the reliability 
of various topologies is assessed under the most reliable op‐
erating states as determined from the findings in Section V-
A. The study is conducted on the Hornsea One Centre OWF, 
whose structure is given in Supplementary Material A. It 
comprises nine link cables identified as R1-R9. Ten interre‐
lated yet distinct cases are designed as described below. 
Case 1 represents a radial ECS without any link cables. 
From Cases 2-10, one link cable is added to the previous 
case in the order of R1-R9. As such, Case 10 contains all 
nine link cables.

To validate the feasibility of RA1, we compare it with the 
SMCS method introduced in [16]. Table V summarizes the 
results of ten cases based on the RA1 and SMCS methods, 
respectively. It can be observed that the reliability indices of 
the two methods are basically consistent. But RA1 outper‐
forms the SMCS method in terms of solution speed, with an 
average computation time of 1.3 s, compared with 14.9 s for 
the SMCS method.

Compared with the SMCS method that requires thousands 
of samples, RA1 significantly accelerates the computation 
speed. To gain a more comprehensive view of RA1, it is 
compared with other commonly utilized analytical RA meth‐
ods.

A power flow based RA method for ECSs, labeled as M2, 
has been widely adopted in [4], [38] - [40]. As detailed in 
[38], M2 calculates the reliability indices by considering the 
power flowing through each cable, along with their respec‐
tive failure rates and repair times. Additionally, another non-
simulation-based RA method in [9] has been modified to as‐
sess the reliability of ECS, accounting for the failures of 
both cables and WTs. This method is denoted as M3. Upon 
applying M2 to assess the reliability of Cases 1-10, the re‐
sults are uniformly 55986 MWh/year, while M3 consistently 
yields results of 55761 MWh/year. In the case of the radial 
ECS (Case 1), the EENTs obtained by M2 and M3 closely 
match or equal to that determined by RA1. However, neither 
M2 nor M3 takes into account strategies for post-fault net‐
work reconfiguration, which results in unchanged results 
across Cases 2-10. This observation indicates that both M2 
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Fig. 5.　Stochastic scenarios of wind speed.

TABLE IV
INFLUENCE OF STOCHASTICITY OF WT OUTPUT ON RELIABILITY

Scenario

1

2

3

4

5

6

pω (%)

16.164

16.712

16.712

16.988

16.712

16.712

EENTω for radial ECS 
(MWh/year)

7075.57

6473.45

4586.10

4144.30

5140.63

6343.93

EENTω for ring ECS 
(MWh/year)

93.52

85.56

60.61

54.77

67.94

83.85

TABLE V
RESULTS OF TEN CASES BASED ON RA1 AND SMCS METHODS

Case

1

2

3

4

5

6

7

8

9

10

EENT of RA1 
(MWh/year)

55761

45736

40153

33143

26323

20795

13902

3568

2805

2805

EENT of SMCS 
(MWh/year)

55795

45813

40220

33177

26350

20825

13947

3577

2810

2807

Computation 
time of RA1 (s)

1.13

0.78

1.00

0.92

1.17

0.98

1.71

2.14

1.13

1.95

Computation 
time of SMCS (s)

13.50

13.18

14.52

14.38

14.09

17.57

16.23

16.90

13.01

15.53
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and M3 significantly underestimate the reliability of ECSs in‐
corporating link cables. Additionally, [30] asserts that ECSs 
with a double-sided ring topology incur no wind power cur‐
tailment in the event of cable faults, implying an assumption 
of instantaneous fault detection and isolation. However, this 
assumption does not entirely coincide with practical scenari‐
os, thereby resulting in an overestimated assessment of the 
system reliability.

In contrast to the aforementioned methods, RA1 compre‐
hensively considers the procedures for fault detection, isola‐
tion, and network reconfiguration. This facilitates a more pre‐
cise assessment of the reliability of ECSs. Moreover, RA1 is 
versatile and can be adapted to address a wider range of 
fault scenarios, which will be discussed in Section VI. It is 
clear that the topology has a significant impact on system re‐
liability. Case 10 has an EENT of 2805 MWh, which is only 
5.0% of Case 1. This effectiveness arises because, although 
link cables are not active during normal operations, they fa‐
cilitate network reconfiguration following sustained faults, 
thereby enabling some fault-affected WTs to resupply 
power during the reconfiguration stage. The benefit is re‐
flected by the nodal reliability indices of Cases 1 and 10 
in Fig. 6.

Figure 6 compares the reliability metrics of WTs in Case 
1 (TIF1 and TID1) and Case 10 (TIF2 and TID2). In Case 
1, if cable 38-59 fails, the five WTs (38, 48, 49, 53, 54) con‐
nected to this cable cannot transmit power until the fault is 
fully cleared. By contrast, in Case 10, the power generated 
by these WTs could be transmitted to the substation via the 
link cable R6 within its capacity limits, thus greatly increas‐
ing the ability of ECS to reduce wind power curtailment. As 
shown in Fig. 6, investing in link cables has no impact on 
TIF. And the main benefit is to reduce TID by supporting re‐
configuration after cable faults.

The power flow distribution in fault scenarios of Case 10 
is presented in Fig. 7. It shows that power flows on the ca‐
bles are bidirectional and adhere to security operating restric‐
tions.

It should be stressed that while generally laying more link 
cables in the ECS significantly improves reliability, there are 
also cases where it does not. This diminishing marginal utili‐
ty is reflected in the last three rows of Table V. Laying R8 
slightly improves the reliability, reducing EENT by only 763 
MWh. Moreover, installing R9 makes no difference to the re‐
liability. When the current link cables suffice for network re‐
configuration, laying R9 only elevates investment without al‐
tering optimal strategies, making it an unsuitable investment. 
The cost of laying marine cables can be expensive in actual 
projects. Therefore, when planning an ECS that does not re‐
quire high reliability, it is necessary to strike a balance be‐
tween economic efficiency and reliability.

C.　Effect of Switch Configuration on Reliability

This subsection aims to verify RA2 considering flexible 
switch configurations proposed in Section IV. The RA2 is 
highly flexible and can be applied to ECS with multiple sub‐
stations. To evaluate the impact of switch configuration, we 
assess the reliability indices and comprehensive benefits for 
six cases on Beatrice OWF, as illustrated in Table VI and 
Supplementary Material A.

The results are presented in Table VII. Additionally, 
EENT0 (as shown in (61)) of the base case without any 
switch device, is also calculated. If VFF propagation is not 
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Fig. 6.　Nodal reliability indices comparison of Cases 1 and 10.
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TABLE VI
DETAILS OF CASES WITH DIFFERENT SWITCH CONFIGURATIONS

Case

1

2

3

4

5

6

Link 
cable

√

√
√
√
√

Deployment of CBs

Upstream of feeders

Upstream of feeders

Upstream of feeders and up‐
stream of selected cables

Upstream of feeders and 
downstream of selected cables

Upstream of feeders

Upstream of feeders

Deployment of SWs

Both ends of all cables

Both ends of all cables

Both ends of all cables

Both ends of all cables

Upstream of all cables and 
both ends of link cables

Upstream of feeders and 
both ends of link cables
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blocked by any switch device, any fault would lead to a sys‐
tem-wide power outage. This causes a significant curtail‐
ment, amounting to 887082 MWh or 40% of the annual 
power generation.

The results lead to several key conclusions as follows.
1) Comparing the base case and Cases 1-6, installing 

switches in ECS greatly improves the system reliability, re‐
sulting in significant benefits. Even only installing CBs and 
SWs on feeders (as in Case 6) greatly reduces power curtail‐
ment.

2) With the same switch configuration, link cables facilitate 
system reconfiguration, as shown by the comparison between 
Cases 1 and 2, leading to further power curtailment reductions.

3) Comparing Cases 1 and 3/4, installing sectional CBs re‐
duces the TSVFF propagation range and the number of af‐
fected WTs in TS, improving the system reliability. And plac‐
ing sectional CBs upstream provides greater benefits. But 
the installation of sectional CBs is a bit less economical due 
to the high cost.

4) Comparing Cases 1 and 5/6, deploying SWs at both 
ends of cables facilitates the rapid isolation of faulty areas 
and reduces the propagation range of RSVFF. The bilateral 
configuration of SWs increases the number of WTs that can 
recover power supply in RS and improves system reliability.

Clearly, the strategic deployment of switch devices pro‐
foundly influences the reliability of ECSs. Case 3 is the 
most reliable, while Case 1 has the highest comprehensive 
benefit.

The failure rate (FR) and MTTR are important parameters 
that impact system reliability. To comprehensively consider 
their fluctuations in different operational environments, the 
sensitivity analysis of cable FR and MTTR has been con‐
ducted. The results are presented in Fig. 8.

The color bar corresponds to different switch configura‐
tions. As a moderate investment option, the proposed switch 
configuration provides a balanced method. It consistently 
yields the highest benefits under a wide range of conditions. 
In nearshore areas with favorable operating conditions and 
relatively short fault repair time, a unilateral deployment of 
SWs is sufficient. However, in extremely harsh environ‐
ments where both FR and MTTR are quite high, it is neces‐
sary to invest in bilateral SWs and even sectional CBs to re‐
duce power curtailment and achieve greater benefits.

The sensitivity analysis offers investment insights for 
OWF operators and highlights the potential value of imple‐
menting the proposed switch configuration. Therefore, it 
could be a worthwhile investment to consider.

D.　Scalability Validation of Models

To validate the scalability of RA1 and RA2, we extend 
the analysis to the London Array OWF, one of the world’s 
largest OWFs, featuring two substations and 175 WTs. The 
ECS layout for this OWF is illustrated in Supplementary Ma‐
terial A. Under the assumption of implementing the pro‐
posed switch configuration, both methods can perform the 
RA.

Both RA1 and RA2 yield an EENT of 566.494 MWh/
year. However, RA1 is faster with a solution time of 9.33 s, 
while RA2 takes 12.03 s. This indicates that RA1 is more 
suitable for ECS with the proposed switch configuration. Ad‐
ditionally, both models have proven effective in assessing 
the reliability of large ECS, showing their scalability for 
broad applications.

VI. DISCUSSIONS

The repeated tests show that both proposed RA methods 
can obtain the optimal solution quickly within a few sec‐
onds. The RA1 is easier to solve and is suitable for assess‐
ment of the proposed switch configuration. The RA2 consid‐
ers more details, resulting in more variables and constraints. 
It is recommended for analyzing the reliability of other con‐
figurations.

Furthermore, RA1 and RA2 demonstrate good scalability 
and adaptability to various equipment faults. Detailed discus‐
sions on these aspects can be found in Supplementary Mate‐
rial A.

TABLE VII
COMPARISON OF RELIABILITY INDICES AND COMPREHENSIVE BENEFITS

Case

1

2

3

4

5

6

EENT (MWh)

289.34

37955.62

235.32

252.37

10830.73

63516.91

V (k$)

886053

848430

885862

885845

875772

823323

Computation time (s)

3.10

2.20

3.18

2.91

1.91

1.30
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VII. CONCLUSION

This paper introduces a smart switch configuration that en‐
ables network reconfiguration at a reduced cost. This config‐
uration is particularly effective for ECSs requiring high reli‐
ability. In conjunction, we present an RA method that dem‐
onstrates superior performance compared with the SMCS 
method. Furthermore, to evaluate various switch deployment 
strategies, another RA method is developed that accounts for 
the detailed placement of CBs and SWs. Numerical tests re‐
veal that the smart switch configuration achieves the highest 
benefits under a wide range of operating conditions.

The conclusions from numerical tests are threefold.
1) Investing in link cables generally enhances ECS reli‐

ability, although the benefits diminish as the number of link 
cables increases beyond a certain threshold.

2) Once the ECS topology is determined, the system reli‐
ability depends on the switch configuration and normal oper‐
ating state, i. e., how switch devices are placed and how 
evenly WTs are distributed under normal operation. The ap‐
plication of post-fault reconfiguration strategies contributes 
largely to enhancing the system reliability.

3) It is worth noting that by linearization, both RA meth‐
ods are transformed into MILP, which can be easily solved 
by branch-and-cut solvers within seconds.

This paper assesses the reliability of multiple ECSs, with 
a current focus on permanent faults and steady-state opera‐
tions. Acknowledging these limitations, future research will 
aim to incorporate the effects of transient faults to furnish a 
more comprehensive understanding of system reliability. An‐
other limitation of the proposed RA method, similar to the 
majority of the literature, lies in the assumption of constant 
failure rates and repair times for equipment. In practice, how‐
ever, both parameters may vary over time. Only [18] has dis‐
cussed the estimation formula, yet it still relies on time-con‐
stant parameters to enhance computational efficiency. This 
represents a common shortfall in current research and will 
be addressed in our future studies for improvement.

Considering the potential integration of RA methods with 
planning frameworks, future research should focus on plan‐
ning models that concurrently optimize cable layouts, switch 
configurations, and overall system reliability. This could sig‐
nificantly enhance the economic efficiency and reliability of 
ECSs.
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